
A Keyphrase-Based

Paper Recommender System

Felice Ferrara, Nirmala Pudota, and Carlo Tasso

Department of Mathematics and Computer Science, University of Udine
Via delle Scienze, 206 – 33100 Udine, Italy

{felice.ferrara,nirmala.pudota,carlo.tasso}@uniud.it

Abstract. Current digital libraries suffer from the information over-
load problem which prevents an effective access to knowledge. This is
particularly true for scientific digital libraries where a growing amount
of scientific articles can be explored by users with different needs, back-
grounds, and interests. Recommender systems can tackle this limitation
by filtering resources according to specific user needs. This paper in-
troduces a content-based recommendation approach for enhancing the
access to scientific digital libraries where a keyphrase extraction module
is used to produce a rich description of both content of papers and user
interests.

Keywords: Recommender systems, content-based, keyphrase extrac-
tion, adaptive, personalization.

1 Introduction

Information access involves three main actors: the users (who are interested in
obtaining knowledge), the document collections (which contain available infor-
mation), and the access functions (which support the user in extracting knowl-
edge from available resources) [1].

Web growth and evolution have changed the characteristics of both users and
document collections. In fact, the participative Web allows a growing number of
users to access and populate document collections in a simple way, producing
larger and larger collections. As a result, document collections can be explored
by a very large set of users, who access the repositories in order to satisfy various
personal information needs. Unfortunately, this growing size of the digital infor-
mation space prevents an effective access to knowledge due to the well-known
phenomenon of information overload. Therefore, innovative ways to access Web
contents are required. A viable solution to these problems is constituted by adap-
tive personalization, i.e. to first identify and model the specific information needs
of the user (building in such a way a user profile) and to subsequently filter Web
resources according to the individual user profile. Also scientific digital libraries
(such as CiteULike1, Elsevier2 and PubMed3) show the above criticalities, and
1 http://www.citeulike.org/
2 http://www.elsevier.com/
3 http://www.ncbi.nlm.nih.gov/pubmed
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to avoid them, they have experimented various innovative mechanisms, such as
email alert systems, RSS feeds, and recommender systems. The goal of recom-
mender systems is to model user interests and to filter resources according to
the identified user needs and interests.

The aim of this paper is to propose a content-based recommender approach
for scientific digital libraries, which extracts keyphrases from papers in order to
have a rich description of both resources and user interests. A keyphrase is a
short phrase (typically constituted by one to three words) that provides a key
idea of a document. A keyphrase list is a short list of keyphrases that reflects the
content of a single document, capturing the main topics discussed and providing
a brief summary of its content. In this work, the keyphrase lists extracted from
papers which are relevant to a specific user are exploited to create his/her user
profile. Then, in order to compute the relevance of a new article, the user profile
is compared with the keyphrase list extracted from that article.

This paper is organized as follows: Section 2 introduces related works, focusing
specifically on the keyphrase extraction task and on recommender systems for
digital libraries. The domain-independent keyphrase extraction technique used
to model the content of a resource and to produce the user profile is described
in detail in Section 3, as well as the proposed recommendation approach. The
evaluation is provided in Section 4, while future work and final considerations
conclude the paper in Section 5.

2 Related Work

This section provides the reader with background concepts of keyphrase extrac-
tion (2.1) and recommender systems (2.2).

2.1 Keyphrase Extraction

Keyphrase extraction methods have been used successfully in Information Re-
trieval (IR) and Natural Language Processing (NLP) tasks, such as document
indexing [2], classification [3], and automatic tagging [4].

Keyphrase extraction methods usually work in two stages: (i) a candidate
identification stage, identifies all possible phrases from the document and (ii) a
selection stage selects only few candidate phrases as keyphrases. Existing meth-
ods for keyphrase extraction can be divided into supervised and unsupervised
approaches.

A supervised approach builds a model by using training documents that have
already keyphrases previously assigned to them by humans. This model is trained
to learn features of the relevant keyphrases (the keyphrases assigned by humans
to the training documents) and then it is exploited in order to select keyphrases
from unseen documents. KEA [5] is a notable supervised approach which uses
a Bayesian classifier. KEA analyzes training documents by taking into account
orthographic boundaries (such as punctuation marks, newlines, etc.) in order to
find candidate phrases. In KEA two specific features are exploited as metrics in
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order to rank candidate keyphrases: tf×idf (term frequency × inverse document
frequency) and the position of the first occurrence of the keyphrase. Hulth [6]
introduces linguistic knowledge (i.e., POS, Part-Of-Speech tags) in determin-
ing candidate sets: 56 potential Pos-patterns are used for identifying candidate
phrases in the text. The experimentation carried out by Hulth has shown that,
using a POS tag as a feature in candidate selection, a significant improvement of
the keyphrase extraction results can be achieved. Another system that relies on
linguistic features is LAKE (Learning Algorithm for Keyphrase Extraction) [7]:
it exploits linguistic knowledge for candidate identification and it applies a Näıve
Bayes classifier in the final keyphrase selection. All the above systems need train-
ing data (in a larger or smaller extent) in order to construct an extraction system.
However, acquiring training data with known (i.e., already assigned) keyphrases
is not always feasible and human assignment is time-consuming. Furthermore, a
model that is trained on a specific domain, does not always produce adequate
classification results in other domains.

The unsupervised approach eliminates the need of training data. It selects
a general set of candidate phrases from the given document, and it uses some
ranking strategy to select the most important candidates as keyphrases for the
document. Barker and Cornacchia [8] extract noun phrases from a document and
ranks them by using simple heuristics, based on their length, frequency, and the
frequency of their head noun. In [9], Bracewell et al. extract noun phrases from
a document, and then cluster the terms which share the same noun term. The
clusters are ranked based on term and noun phrase frequencies. Finally, the top-
n ranked clusters are selected as keyphrases for the document. The authors of
[10] and [11] proposed unsupervised approaches based on a graph representation
of documents. Such approaches use ranking strategies (similar to the PageRank
algorithm [12]) to assign scores to each term. Keyphrase extraction systems
that are developed by following unsupervised approaches are in general domain
independent since they are not constrained by specific training documents.

2.2 Recommender Systems

Information overload is the main motivation for recommender systems: they
support users during their interaction with large information spaces, directing
them toward the specific information they need [13]. Recommender systems fil-
ter relevant content according to individual information needs of a specific user
(in this paper, referred also as active user). In order to reach their aim, rec-
ommender systems can possibly exploit a suitable representation of user inter-
ests, goals, knowledge, and tastes, by monitoring and modeling implicit and/or
explicit feedback provided by the user. By analyzing such user feedback, a rec-
ommender system is capable of computing a personalized rank for the set of
available resources.

The most common classification of recommender systems takes into account
the algorithm used to produce recommendations and identifies three classes of
recommender systems: collaborative filtering, content-based, and hybrid recom-
mender systems [14]. Collaborative filtering recommender systems filter resources
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by using opinions provided by other people. Content-based recommender systems
analyze the past user activities looking for resources she liked; they model re-
sources by extracting some features (for example, topics or relevant concepts)
from documents. The user profile is then built by identifying features which are
interesting for the user. The relevance of a new resource for a user is then com-
puted by comparing the representation of the resource to the user profile. Hybrid
recommender systems variously combine results returned by collaborative and
content-based recommender systems [15].

Recommender systems have been widely proposed to face information over-
load in digital libraries. The authors of [16] propose a collaborative filtering
recommender system aimed at taking into account that each user of a digital
library may be interested in several distinct topics. Their work focuses on in-
novative digital libraries which include Web 2.0 features such as social tagging:
the active participation of Web 2.0 users is exploited in order to identify dif-
ferent topics of interest (ToI) of the users. This is achieved by clustering the
tags utilized by a user, joining together tags with similar meanings. The simi-
larity depends on the number of times two tags have been applied on the same
resource. Such tag clusters allow to split resources tagged by the user into dif-
ferent collections, each one associated to a specific ToI. Only opinions of users
interested into a specific ToI are then considered to compute recommendations.
In particular, resources labeled by tags which are evaluated as more similar to
the tags associated to a ToI are considered more relevant than other resources,
and resources bookmarked by users more similar to the active user are more
relevant than others as well.

A content-based approach has been proposed in [17] where authors and pa-
pers are modeled by trees of concepts: using the ACM Computing Classification
System (CCS), the authors trained a vector space classifier in order to associate
concepts of the CCS classifications to documents. The hierarchical organization
of the CCS allows the system to represent user interests and documents by trees
of concepts. A user profile and a paper representation are then compared by a
tree edit-distance which computes a similarity measure among trees. The authors
of [18] proposed a paper recommender system which takes into account authors’
publications and the papers they cite in order to define a user profile and then
compute recommendations. Term frequency is used to create a weighted vector
of terms to model user interests: the textual content of both the papers written
by the active user and papers cited by the active user are considered for building
his profile. Similarly, resources are represented as vectors using the tf×idf met-
ric. Then, the relevance of a document with respect to the active user depends
on the cosine similarity among the user profile and the resource representation.
PaperRank [19] is a PageRank-like method [12] to filter relevant papers by ex-
ploring the citation graph according to a seed of input documents. The approach
is a modified version of the PageRank algorithm which gives higher relevance to
the papers relevant for the active user.
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3 The Proposed Approach

This section presents the proposed approach, whose general organization is
shown in Figure 1. Our proposal is included in the Pirates project [20] aimed

Fig. 1. General organization of the proposed approach

at studying and developing new advanced tools for Web information access,
classification, retrieval, and extraction. One of the goals of the overall Pirates
framework is to recommend, by means of various techniques, new relevant con-
tent (as well as classification information, such as tags [16][21]) in an adaptive
personalized way. The part of the Pirates framework that we are presenting in
this paper takes into account that a user has normally associated to him a set of
documents of interest, which have been usually (but not necessarily nor exclu-
sively) identified by tagging. So if a user has a set of tagged documents, these
can be exploited by the KPEM (Key Phrase Extraction Module) for building his
user profile. On the other hand, if a new document is extracted from the Web
(for example by the IFT [22] content based filtering module present in Pirates),
the same processing exploiting KPEM can be utilized for building a representa-
tion of the document. The Matching Module takes finally both the user profile
and the document representation in order to compute a matching score, and to
identify documents to be suggested to the user.

3.1 Extracting Keyphrases

Given a paper p, the unsupervised keyphrase extraction approach used in our
proposal exploits the following three main steps: (i) extract candidate phrases
from p (ii) calculate feature values for candidates (iii) compute a score for each
candidate phrase from its feature values and filter the top weighted keyphrases.
The following subsections illustrate the three steps.
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Step1: Candidate Phrase Extraction. In this phase three main steps are
exploited:

– POS tagging and n-gram extraction . We assign a POS tag (noun, ad-
jective, verb, etc.) to each token in the text (for English documents we use
the Stanford log-linear part-of-speech tagger4 while, for documents written
in Italian, we developed ad-hoc an Italian POS tagger). Subsequently, n-
grams are extracted and since keyphrases constituted by more than 3 words
are usually very rare, we extract only all possible subsequences of phrases
up to 3 words (uni-grams, bi-grams, and tri-grams).

– Stemming and stopword removing . From the extracted n-grams, we re-
move all phrases5 that start and/or end with a stopword. Partial stemming
(i.e., unifying the plural forms and singular forms which refer to the same
meaning) is performed using the first step of Porter stemmer algorithm [23].
To reduce the size of the candidate phrase set, we filter out some of them by
means of a rule-based engine which uses POS tagging information: for exam-
ple, uni-grams that are not labeled as noun, adjective, or verb are filtered,
bi-grams and tri-grams are filtered according to [24], and so on.

– Separating n-gram lists. Generally, in a document, uni-grams are more
frequent than bi-grams, and bi-grams are more frequent than tri-grams. This
introduces an undesidered bias in the subsequent computation of phrase
features. In order to avoid this, we separate n-grams of different lengths and
arrange them in three different lists, then treated separately.

Step2: Feature Computation. This step characterizes each candidate phrase
(included in the three n-gram lists) by statistical and linguistic properties. The
following five features are computed for each candidate phrase:

– Phrase Frequency . It is the classical term frequency (tf) metric. But in-
stead of calculating it with respect to the whole length of the document, we
compute it with respect to each n-gram list. With reference to each n-gram
list, the phrase frequency for phrase P in list L is:

frequency(P, L) =
freq(P, L)

size(L)
,

where freq(P, L) is the number of times P occurs in L and size(L) is the
total number of phrases included in L.

– POS Value. As described in [8], most author-assigned keyphrases for a
document turn out to be noun phrases. For this reason, in our approach, we
stress the presence of a noun in a candidate phrase while computing a POS
Value for the phrase. A POS Value is assigned to each phrase by calculating
the number of nouns (singular or plural) normalizing it by the total number
of terms in the phrase. All remaining phrases which do not include at least
one noun term are assigned a lower POS Value.

4 http://nlp.stanford.edu/software/tagger.shtml.
5 In our use of this term, we mean any n-gram (n=1,2,3) phrase.
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– Phrase Depth . This feature reflects the assumption/belief that important
phrases often appear in the initial part of the document especially in news,
articles, and scientific publications (e.g., abstract, introduction). We compute
the position in the document where the phrase first appears. The Phrase
Depth value for phrase P in a document D is:

depth(P, D) = 1 − [
first index(P )

size(D)
],

where first index(P ) is the number of words preceding the phrase’s first
appearance and size(D) is the total number of words in D. The result is a
number between 0 and 1. Highest values represent the presence of a phrase
at the very beginning of the document.

– Phrase Last Occurrence. We give also importance to phrases that ap-
pear at the end of the document, as it is the case in scientific articles (i.e.,
in conclusion and discussion parts). The last occurrence value of a phrase
is calculated as the number of words preceding the last occurrence of the
phrase normalized to the total number of words in the document. The last
occurrence value for phrase P in a document D is:

last occurrence(P, D) =
last index(P )

size(D)
,

where last index(P ) is the number of words preceding the phrase’s last ap-
pearance and size(D) is the total number of words in D.

– Phrase Lifespan : the span value of a phrase depends on the portion of
the text that is covered by the phrase. The covered portion of the text
is the distance between the first occurrence position and last occurrence
position of the phrase in the document. The lifespan value is computed by
calculating the difference between the Phrase Last Occurrence and the phrase
first occurrence. The lifespan value for phrase P in a document D is:

lifespan(P, D) =
[last index(P ) − first index(P )]

size(D)
,

where last index(P ) is the number of words preceding the phrase’s last ap-
pearance and first index(P ) is the number of words preceding the phrase’s
first appearance; size(D) is the total number of words in D. The result is a
number between 0 and 1.

As a result of step 2, we get a feature vector for each candidate phrase in the
three n-gram lists.

Step3: Scoring and Ranking. In this step a score is assigned to each can-
didate phrase which is later exploited for the selection of the most appropriate
phrases as representatives of the content of a document. The score of each candi-
date phrase is calculated as a linear combination of the 5 above features. We call
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the resulting value the keyphraseness of the candidate phrase. The keyphrase-
ness of a phrase P with a non empty feature set {f1,f2,...,f5}, with non-negative
weights {w1,w2,..,w5} is:

keyphraseness(P ) =
∑5

i=1 wifi
∑5

i=1 wi

In the initial stage of the research, we have assigned equal weights to all features,
yielding to the computation of the average. Therefore:

keyphraseness(P ) =
1
n

n∑

i=1

fi,

where n is the total number of features, f1 is the Phrase Frequency, f2 is the
Phrase Depth, f3 is the phrase POS Value, f4 is the Phrase Last Occurrence,
and f5 is the Phrase Lifespan.

Producing Final Keyphrases. The scoring process produces the three ranked
lists UniGrams(p), BiGrams(p), and TriGrams(p), each one containing respec-
tively all the uni-grams, bi-grams, and tri-grams extracted from the paper p with
their keyphraseness values. In order to filter only the most relevant keyphrases,
the three output lists are pruned by removing keyphrases with a keyphraseness
lower than a fixed threshold.

3.2 Computing Recommendations

Given a user, the papers that he tagged are considered relevant papers for build-
ing the User Profile. The profile is constituted by three (ordered) lists of weighted
and stemmed keyphrases: the list of uni-grams (the uni-gram profile), the list of
bi-grams (the bi-gram profile), and the list of tri-grams (the tri-gram profile).

More specifically, given the list of relevant papers {p1, . . . , pn} for the active
user, we exploit the keyphrase extraction approach described above to extract
uni-grams, bi-grams, and tri-grams from each relevant paper separately. This
step produces three lists of weighted keyphrases:

1. the list of the weighted uni-grams {UniGrams(p1), . . . , UniGrams(pn)};
2. the list of the weighted bi-grams {BiGrams(p1), . . . , BiGrams(pn)};
3. the list of the weighted tri-grams {TriGrams(p1), . . . , T riGrams(pn)}.

All uni-grams lists {UniGrams(p1), . . . , UniGrams(pn)} are then merged to
build the uni-gram profile and, similarly, the lists of bi-grams and tri-grams are
merged to build the bi-gram and the tri-gram profiles. More specifically, given
the lists of uni-grams extracted from the relevant papers, each distinct uni-gram
is stemmed and then inserted in the final list of relevant keyphrases. The weight
assigned to each uni-gram in the uni-gram profile is computed by summing the
weights associated to it by the keyphrase extraction technique. The weight of
each keyphrase is then multiplied by the idf value associated to the specific
keyphrase. The same technique is applied to produce the bi-gram profile and
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the tri-gram profile. Figure 2 shows the most relevant uni-grams, bi-grams and
tri-grams extracted from the user profile of one of the users (using a set of 10
relevant documents and removing the uni-grams with a keyphraseness lower the
0.9, the bi-grams with a keyphraseness lower than 0.8 and the tri-grams with a
keyphraseness lower than 0.8) in the dataset described in the next section.

Fig. 2. An example of a user profile. The most relevant n-grams.

In order to compute the relevance of a new paper pk for a given user profile,
the approach follows a similar path: it extracts the three lists of keyphrases from
the paper and, then, these keyphrases are stemmed.

The final step is performed by the Matching Module (see Figure 1), which
takes in input three lists, UniGrams(pk), BiGrams(pk) and TriGrams(pk),
and the user profile. The matching process is based on the cosine similarity
producing three similarity values, one for each category of n-grams. Then, an
appropriate combination (linear in the first experiments) of these three similarity
values is used to compute a unique score to be assigned to the considered paper
pk. Finally, they highest score papers are recommended to the active user.

4 Evaluation

The proposed approach extracts keyphrases from scientific papers in order to
have a rich description of user interests which, in turn, is exploited to improve
the quality of a content-based recommender system. The main assumption is that
keyphrases have meaningful contextual information (not accounted in the classi-
cal bag-of-word model) which can be used to improve a cognitive filtering mecha-
nism. In order to validate our claim we performed some experimental evaluation
by using a publicly available dataset which contains 597 full papers extracted
from the ACL Anthology Reference Corpus (ACL ARC)6: this dataset has been
built from a significant subset of the ACL Anthology, a scientific digital library of

6 http://acl-arc.comp.nus.edu.sg/
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papers on natural language processing and computational linguistics, composed
by 10921 papers published since February 2007. The dataset includes specific
data about 28 researchers (15 junior researchers and 13 senior researchers), in-
terested in natural language processing. In particular, each researcher reported
his relevant papers.

In our evaluation we used this feedback to both build the user profiles of
researchers and evaluate the precision of the computed recommendations. More
specifically, given a researcher we divided the set of his preferences into two set
of papers. We used one of these sets (constituted by 20 papers) as training set
in order to build the user profiles while the second set has been used as test set
for comparing the results provided by the recommendation engine. According to
this setting we computed the recommendations for the researchers in the dataset.
Moreover, in order to evaluate the improvement with respect to a baseline bag-
of-word approach, we also built the user profiles and document representations
using only uni-grams. By using this setting (which does not include bi-grams and
tri-grams) we computed a new set of recommendations to be used as a baseline
reference for performance.

The following table compares the precision of the recommendations obtained
by using only unigrams to the precision obtained by using the approach described
in 3.2 where the precision is computed as the ratio among the number of correct
recommendations and the number of produced recommendations.

Table 1. The precision of the proposed approach vs. the precision obtained by using
only uni-grams

Uni-grams Based The Proposed Approach

p@1 0.83 0.93

p@3 0.61 0.77

p@5 0.65 0.80

p@7 0.64 0.73

The table shows that by tanking into account also bi-grams and tri-grams it
is possible to obtain an higher precision.

5 Conclusion and Future Work

In this work we introduced a content-based paper recommender system which
produces rich user profiles and resource descriptions by extracting keyphrases
from scientific articles. The system is intended to work in combination with
other modules of an hosting framework, currently under development within Pi-
rates, a larger project aimed at innovate within a social/semantic approach the
tools for access, classification, filtering, retrieval, and extraction of Web infor-
mation. The proposed approach is based on adaptive user profiles and semantic
descriptions of resources (documents), which are compared by the cosine sim-
ilarity to evaluate the relevance of a new document with respect to the user



24 F. Ferrara, N. Pudota, and C. Tasso

interests. At the moment, a more extensive evaluation aimed at comparing the
proposed approach with other techniques is ongoing. Other future activities will
focus on integrating this basic approach with the ontology mining module of
the Pirates framework in order to improve the description of both user inter-
ests and resources by a deeper semantic representation. Finally, we are currently
designing both content-based and collaborative recommender systems able to
merge collaborative knowledge (provided from Web 2.0 users) to the semantic
knowledge extracted by the Pirates framework.
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