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Abstract. This chapter presents a prototype expert interface (IR-NLI, Information 
Retrieval Natural Language Interface) to an information retrieval system, developed 
at the University of Udine in the frame of a broader research effort concerning the 
topics of cooperative man-machine interaction and expert systems. Mter a discus­
sion of the novel notion of expert interface, attention is focused on the IR-NLI sys­
tem for the access to online information services by non-technical users. General 
specifications, design criteria, and architecture of IR-NLI are presented first. Knowl­
edge representation methods and reasoning mechanisms adopted are then illustrated 
in detail. In this context, a new mechanism, called task, for representing and using 
meta-knowledge in rule-based systems is proposed. The internal operation of the sys­
tem, together with two examples of interaction with the user, are illustrated. The pa­
per concludes with the discussion of some preliminary ideas on how learning capa­
bilities could be introduced in IR-NLI through the task mechanism. 

1 Introduction 

The study and design of friendly man-machine interfaces has seen remarkable 
progress in the last decade. Natural language has always been considered a key 
point in bridging the gap between a casual user and a complex system. In fact, 
the first difficulty one encounters in approaching an unknown machine and try­
ing to use it, arises from the fact that the machine speaks a language different 
from that of the user: he cannot talk to it in his native language and he cannot 
expect to engage in a friendly dialogue. Much effort has been devoted to the 
study of natural language communication between man and machine, and pres­
ently a number of implemented systems exist that can demonstrate enough 
coverage and robustness in limited subject domains, and can be usefully adopt­
ed in real applications. Nevertheless, current interfaces still lack domain compe­
tence and their behaviour - although quite natural and friendly - is not coopera­
tive enough to support an effective interaction. 

* Also with: Artificial Intelligence Project, Politecnico di Milano, Milano, Italy. 
** Also with: CISM - International Center for Mechanical Sciences, Udine, Italy. 
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A brief look at the recent history of the role of natural language processing in 
the design of man-machine systems can help in analyzing the general trends of 
this research area. Tracing back to the early seventies, some milestones can be 
identified in the development of the concept of man-machine interface. We can 
sum up this evolution in five major steps: 

Understanding Imperative Natural Language Sentences 
The main goal considered in this first phase is that of enabling a system to under­
stand separate queries or commands expressed in natural language: no shared 
world knowledge between the system and the user is provided. Several genera­
tions of natural language interfaces up to the beginning of the seventies conform 
to this paradigm [GREE63, LIND63]. 

Managing Simple Dialogues 
The issue of carrying on a (simple) dialogue with the user arises quite naturally 
from the exigency of overcoming critical situations of misunderstanding. The 
notion of clarification dialogue to support the system in the comprehension of 
difficult (imperative) sentences is a good example of this trend [WOOD72, 
CODD74]. 

Having a Gracefol Behavior 
Managing a graceful interaction between man and machine, including most of 
the features that make a natural conversation easy and pleasant emerges as a 
necessary capability of a dialogue system. Understanding fragmentary and bro­
ken text, dealing with grammatically incorrect sentences, getting confirmation of 
the correct understanding of an utterance, managing ellipsis and anaphora are 
only a few of the issues involved in graceful man-machine interaction 
[HEND78 c, HA YE79]. 

Taking Pragmatics into Account 
Several of the above issues point to the need of having complex pragmatic mod­
els of communication, beyond syntax and semantics. Knowing how the actors of 
a dialogue behave, how they manage interpersonal plans, how they use language 
as a medium to achieve their goals, becomes now a crucial point in the design of 
effective interfaces [ALLE83, WILE83]. Linguistic knowledge is not enough to 
master such complex situations: a lot of world knowledge is needed. 

Being Cooperative and Supportive 
Taking active part into a conversation is not limited, however, to mastering lan­
guage and world knowledge: an intelligent interface should be able to contribute 
to the dialogue with its own reasoning capabilities. A natural man-machine in­
terface should be cooperative and supportive for the user and actually help him 
in the solution of his problems [COHE82, KAPL83, REIC84, REIT83]. 

This short history denotes a clear trend to move the focus of attention from 
merely linguistic phenomena towards a more comprehensive understanding of 
the nature of man-machine interaction, taking into account phenomena that lie 
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behind the linguistic surface and that are expected to playa crucial role in the 
design of smarter and more effective interfaces. Language is obviously a major 
problem in man-machine communication, and the use of natural language can 
surely contribute to bridge the gap between machines and non-technical users. 
However, language is neither the only impediment nor the main one to an easy 
and effective use of complex artificial systems. Concepts, models, world knowl­
edge, mental paradigms, intentions, plans, needs, roles which are behind linguis­
tic utterances constitute the real gap between man and machine. 

Very often a machine is easily usable only by a person who exactly knows 
which tasks the machine can perform, how it can be operated, and how it works. 
But non-technical users are generally not acquainted with all these matters; they 
only have a rough idea on how to use the machine they are willing to interact 
with, and some expectations on its capabilities. Moreover, the machine does not 
care about the user: it does not embody knowledge about possible user profiles, 
and it does not take into account how its performance can be interpreted by the 
interacting person and how it can affect his behaviour. 

Therefore, the deepest gap between man and machine lays, first of all, at the 
conceptual level ; diversity of language reflects diversity of concepts, and trying 
to bridge the linguistic gap between man and machine requires, as a prerequisite, 
a huge amount of shared world knowledge. Only after the conceptual gap is 
bridged, it is appropriate to address the problem from the linguistic point of 
view: a neat conceptual context can be an adequate basis to deal with natural­
ness, robustness, and cooperativeness of discourse. 

In this chapter we propose an approach to the design of cooperative man-ma­
chine interfaces which explicitly takes into account the conceptual point of view, 
both to support cooperation and, also, to improve the level oflinguistic commu­
nication. In order to identify the basic capabilities of such an interface, let us 
consider a paradigmatic situation where a person (the user), facing a problem in 
a given subject domain, realizes that some artificial system (the target system) 
can serve his purpose, and, therefore, decides to use it. But, he does not know 
enough about how to operate the target system correctly and how to utilize it 
effectively. 

It is straightforward to recognize that the best possible interface - both natu­
ral and cooperative - between the user and the target system is, in such a situa­
tion, a human intermediary. His expertise covers target system capabilities, use, 
and operation; he would know about application domains where the target sys­
tem can be effectively used; he also is knowledgeable about needs, expectations, 
and mental models of potential users; at last, he fluently speaks the same (natu­
ral) language of the user. Such an intermediary can perform, therefore, as an in­
telligent and active problem solving assistant who can support a wide class of us­
ers in the correct and effective use of the target system. 

The role of the intermediary between the user and the machine includes three 
main capabilities: 
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- assisting the user in the correct and effective use of the target system; 
- taking active part in the problem solving process in which the user is en-

gaged; 
- possibly training the user in the operation of the target system, gradually mak­

ing him capable of using it by himself. 

In order to perform the job outlined above, the intermediary must have a huge 
amount of knowledge that can be organized in four classes: 

Knowledge About the User: 
- problem solving situations where the target system could be used (from the 

viewpoint of the user); 
user view on the problem domain, including world models and reasoning 
mechanisms; 
specific exigencies the user wants to satisfy by means of the target system; 
attitude of the user towards the intermediary (cooperative, uncooperative, 
misleading, suspicious, etc.); 
interest of the user in knowing more about the target system and acquiring the 
capability of using it directly; 
interpersonal communication model adopted by the user, including language 
use and terminology. 

Knowledge About the Target System: 
- functions and limitations; 
- operation (how to run it appropriately), including knowledge about the com-

mand language; 
- general architecture and internal operation; 
- problem solving situations where it can be utilized; 
- specific use in the solution of classes of problems. 

Knowledge About the Problem Domain: 
- general knowledge (taxonomic, descriptive, theoretical) on the subject do-

main; 
- general reasoning strategies; 
- domain specific (heuristic, experience-based) reasoning mechanisms; 
- classes of usual problems in the subject domain. 

Knowledge About the Intermediary's Job: 
- models of intermediary's professional activity (goals, resources, strategies, tac­

tics, etc.); 
- specific models of interpersonal communication (interviewing, convincing, 

etc.); 
- specific (heuristic, experience-based) skills of the intermediary's job. 

So far, we have analyzed the main features of a person, a skilled intermediary 
professional, who is supposed to behave as a living interface to a target system. 
Our proposal consists in putting the intermediary's competence into an artificial 
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system, which is expert in the specific task of interfacing non-technical users to a 
complex system. We call this kind of interface an expert interface. 

The purpose of this paper is to illustrate the research activity performed in 
the design and experimentation of the IR-NLI (Information Retrieval Natural 
Language Interface) system for the access of non-technical users to online infor­
mation services. IR-NLI is an expert interface modeled according to the general 
criteria outlined above, which includes both linguistic coverage and expert 
competence, and can offer a cooperative and supportive interaction environ­
ment. This project has been developed at the University of Udine [GUID82, 
GUID83 a, GUID83 b] with the aim of experimenting with new techniques for 
the design of cooperative interfaces and, also with some new ideas concerning 
the architecture of expert systems [GUID84]. IR-NLI is currently running on 
V AX-11/780 (it is written in Franz Lisp under the UNIX operating system), and 
has been tested in the domain of bibliographic information retrieval in a subfield 
of computer science. 

The issue of interfacing online information retrieval systems with user­
friendly and cooperative front-ends is not new in the literature. CITE [DOSZ79] 
is an English language interface for querying an online bibliographic system. Its 
capabilities include identification of search terms, combinatorial searching, 
ranked output, relevance feedback, and automatic query modification. CITE 
does not utilize any of the usual AI techniques for automatic reasoning, and it is 
therefore unable to include in the search strategy terms which are not supplied 
by the user in the initial request. Therefore, CITE is mainly addressed to experi­
enced users, who are well acquainted with the most appropriate terminology. 

The search statement generator developed by Pollitt [POLL81, POLL82] is an 
interface to a medical data base, which can be utilized to generate appropriate 
search commands with a suitable terminology in the domain of cancer therapy. 
Although sharing with IR-NLI the goal of enabling untrained end users to easily 
access and search an online database, Pollitt's system is mainly concerned with 
the problem of constructing and evaluating a non-typing interface, where a 
touch screen is utilized by the user in order to select the most appropriate con­
cepts, terms, and commands from frames displayed on the screen. 

The CONIT system [MARC81 a] is a specialized interface designed to assist a 
user in directly interacting with several different information retrieval systems. 
CO NIT makes available to the user a generalized query language, and can trans­
late commands of this language into the appropriate commands needed to 
access whatever specific system is being interrogated. Moreover, CONIT can 
teach the user the most correct way of utilizing the different commands, and can 
suggest possible search techniques to be employed. The user is then responsible 
to decide how to apply these techniques by using the appropriate commands. 
CONIT does not address the issue of supporting the user in the formulation of 
the search strategy at a conceptual level, but only provides an instruction 
aid. 

A different, more ambitious point of view is taken in the design of EXPERT 
[MARC81 b]. Based on the previous experience developed with CONIT, an 
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experimental computerized intermediary system has been developed, which is 
able to simulate a human expert in the task of assisting inexperienced users of 
bibliographic retrieval systems. EXPERT interacts with the user through a me­
nu-selection/fill-in-the-blanks dialog which assists the user in data base selec­
tion (relying on statistical measures) and supports search formulation and re­
formulation (this last obtained through relevance feedback techniques). 
Moreover, EXPERT performs an automatic translation of the search formula­
tion into keyword/stem boolean search commands. EXPERT is implemented as 
a production system controlled by a forward chaining mechanism. With respect 
to CONIT, it offers substantially improved capabilities, but it still does not take 
into account any domain-specific knowledge. Therefore, it can effectively sup­
port only users fully acquainted with the subject domain of the search. 

All the projects outlined above, although sharing with IR-NLI the same ap­
plication domain, substantially differ from it in scope. The problems they face 
are mainly at the linguistic level, and only partially deal with such basic tasks as 
the analysis of the user's information needs and the design of an appropriate 
search strategy. Moreover, several crucial issues of conceptual nature, including 
cooperative behaviour end expert problem solving, are not explicitly address­
ed. 

This chapter is organized as follows. In Sect. 2 a brief introduction to online 
information retrieval is presented. Section 3 is devoted to the analysis of the 
specifications of IR-NLI and to the illustration of its general architecture. Sec­
tion 4 focuses on knowledge representation, and Sect. 5 on the internal operation 
of the system. In Sect. 6 two examples of interaction with IR-NLI are presented. 
Section 7 discusses some preliminary ideas on how learning capabilities can be 
introduced into IR-NLI, and Sect. 8 concludes the chapter. 

2 The Information Retrieval Field 

2.1 General Issues 

In this section we illustrate the basic features of online information retrieval 
[LANC79, SALT83], the subject domain of the IR-NLI expert interface. 

Online services allow interested users to solve information problems by se­
lecting and retrieving relevant documents stored in very large bibliographic or 
factual data bases, concerning several fields of science, technology, economics, 
and humanities. Information retrieval systems allow access to stored data through 
a formal query language, which is used for selecting the desired information 
through a sequence of commands (such as SELECT, FIND, DISPLAY, logical 
combination of conditions, etc.). Generally, end-users are unwilling (or unable) 
to interrogate these large files directly, and they rely on the assistance of a spe­
cialized information professional, the intermediary, who knows how to select ap-
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propriate data bases, how to design good search strategies for the retrieval of the 
desired infonnation, and how to implement them through a suitable fonnal 
query language. 

In order to clearly point out the peculiarities of this application domain, it is 
useful to contrast infonnation retrieval systems to data base management sys­
tems. We consider two main points. 

First, the infonnation stored in a data base has a well defined logical struc­
ture, which supports the access to data and helps the user in finding desired in­
fonnation items. In contrast, in an infonnation retrieval system, the stored rec­
ords (which contain, for example, title, authors, abstract, key words, etc. of a 
technical paper) identify the content of the documents only in a partial and un­
structured way. This implies that retrieval of desired infonnation is much more 
difficult, since it relies on several loosely defined factors, such as domain-specif­
ic knowledge, knowledge about indexing criteria, availability of updated and 
complete searching referral aids, working experience on the particular database, 
etc. This first feature is captured by two classical parameters used to measure the 
effectiveness of a retrieval: recall and precision [SAL T83]. 

Second, while a user of a database generally looks for precise information 
items to be extracted from the stored files, a user of an online service desires to 
get infonnation on a given topic, and this does not allow straightforward and 
exact identification of the relevant records. What documents to extract in order 
to match the user's request is usually a non-trivial problem that has to be solved 
by the intennediary. 

2.2 The Actors and Their Role 

Let us continue with the illustration of the scenario of infonnation retrieval by 
introducing the three actors of a usual search session: 

- the end user: the person who has some infonnation need that can be satisfied 
by means of an online service; 

- the intermediary: the professional who is able to understand and analyze the 
infonnation needs of the end user and to effectively access the data base in or­
der to retrieve the relevant documents; 

- the data base: a file of bibliographic (or factual) records which contain refer­
ences to the literature of a specific subject domain. Generally, a given topic 
can be dealt with in several data bases, which may differ in the general meth­
odology utilized for indexing and storing documents. Infonnation about the 
technical peculiarities and the content of a data base (including the criteria 
employed for collecting relevant infonnation, the attention given to theoreti­
calor practical aspects of the subject, the structure of the records, the list of 
key-words utilized for indexing the documents, the use of special classifica-
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tion schemata, etc.) is supplied by searching referral aids, such as reference 
manuals, thesauri, directories, subject headings, and classification plans. 

The interaction between these three actors usually follows a well defined and es­
tablished procedure, which is structured in the following four phases 
[MEAD81]: 

1. Presearch Interview 
It is aimed at precisely clarifying the content and the objectives of the end 
user's information needs. In this phase the intermediary performs the concep­
tualization of the information problem, i. e. he identifies all concepts present in 
the end user's request and he analyzes the logical relations existing among 
them. 

2. Data Base Selection and Strategy Design 
On the basis of the information gathered during the presearch interview and 
with the help of searching referral aids, the intermediary chooses the most 
suitable data base(s) to be interrogated and devises a search strategy which 
matches end-user goals and needs. By the term search strategy we refer to the 
formal query program (a sequence of statements written in the specific query 
language of the chosen data base), which can be submitted to the information 
retrieval system in order to select the relevant documents. 

3. Execution 
Once a tentative search strategy is available, the intermediary submits it to the 
information retrieval system, collects the results of its execution, and evaluates 
them in order to refine, if necessary, the search strategy. Sometimes, phases 2 
and 3 are repeated more than once to produce a final version of the search 
strategy which better fits the end user's needs. 

4. Result Evaluation 
The output of the search is evaluated by the end user, who may decide to 
change his requirements (add or substitute some terms, adjust objectives, etc.) 
or to propose some modification to the search strategy adopted. 

From this illustration of the main phases of a search session, it can be noticed 
that one of the most critical tasks to be performed by the intermediary is the de­
sign of a suitable search strategy. In the next section, we illustrate this phase in 
greater detail, focusing, more specifically, on some of the techniques currently 
utilized by professional intermediaries. 
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2.3 Approaches and Tacticsfor Strategy Design 

The term approach denotes the abstract way of facing a search problem, reason­
ing on it, analyzing its facets, and devising a general mode of operation to access 
the desired information. More precisely, an approach defines the order and the 
way of combining (through logical operators) the relevant concepts in the design 
of a search strategy. Five main approaches have been proposed in the literature 
[MEAD81]: 

Most Specific First (MSF) 
In this case attention is first focused, in a multifaceted end user's request, on the 
concept which is the most specific in the query. If, after the search, the number of 
the retrieved documents is sufficiently low, the search is ended. Otherwise, the 
remaining concepts are taken into account and the search is repeated. The MSF 
approach is useful when dealing with a query from which it is possible to extract 
a concept which is much more specific than the others. In this case, the MSF ap­
proach yields the results through very few access operations. 

Lowest Posting First (LPF) 
This approach is similar to MSF: the concept with the lowest posting count (the 
number of documents in the data base which are related to a given concept) is 
searched first; then the results are evaluated and, if necessary, the next lowest 
posting concept is searched again until a reasonable set of documents is re­
trieved. Usually, the LPF approach is chosen when the query contains a concept 
whose posting count is much lower than the others. 

Building Block (BBL) 
In this approach the query is broken into several concepts or groups of concepts 
- the facets - and each of them is searched independently. The analysis of each 
concept (search for related terms, synonyms, possible abbreviations, etc.) is car­
ried out off-line, and only after its completion the information retrieval system is 
used. The BBL approach involves the lowest interaction degree with the data 
base system. It is used when a very exhaustive search is desired. 

Citation Pearl Growing (CPG) 
This is the most empirical and interactive approach: starting from a concept -
usually the best known one - a first search is performed; the evaluation of the re­
sults so far gathered will then provide further citations and terms which can be 
used in a subsequent phase of the search. In most cases this try-and-evaluate cy­
cle is repeated a few times until enough information has been collected which 
eventually leads to the selection of another approach. The CPG approach is 
mainly used when the user is poorly acquainted with the specific matter, and he 
does not know the precise terms to be used. 

Successive Fractions (SFR) 
In this approach, starting from a concept or a limitation specified by the user on 
the desired documents (e.g., the date, the language, etc.), a search is performed; 
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another condition (e. g., a concept) is then imposed on the results so far retrieved 
and a new search is executed. This is repeated until either there are no more con­
ditions to be taken into account or the obtained results are satisfactory. 

During the execution of an approach a fundamental activity performed on the 
facets of a query is concept analysis. In this activity, a basic role is played by tac­
tics, which were first defined by Bates [BATE79] as a move made to further a 
search. From this point of view, a tactic can be understood as a fixed sequence of 
actions devoted to carry out the analysis. 

In our framework the term tactic has been assigned a more specific meaning: 
a tactic is an elementary operation, a single step or action to be performed in or­
der to implement an approach. We can therefore further characterize the concept 
of search strategy in the following way: a search strategy is the result of the ex­
ecution of an approach through the application of appropriate tactics. A list of 
the main tactics usually utilized during concept analysis (BATE79, LANC79] is 
reported below: 

Specify:the search is to be carried out on terms which are more specific than the 
ones used so far. This tactic can be used when high precision is needed and the 
current formulation of the query is likely to produce a huge amount of results. 

Generalize:the search has to be extended by moving up in the term hierarchy to 
more general terms and by including several combinations of them in the search 
formulation. It can be used when the specificity of the current search formula­
tion is too high with respect to the search objectives, and it is likely to produce 
too few and/or too specific items. It is the opposite of specify. 

Exhaust: the search formulation has to include (ANDed together) most of (or 
all) the terms of the query. This tactic leads to the retrieval of a restricted set of 
documents, perhaps missing some important ones due to overly stringent condi­
tions. 

Reduce: the search formulation has to be relaxed by eliminating one or more of 
the terms present in it. Reduce is the opposite of exhaust. 

Parallel: the search formulation has to be enlarged by including (ORed together) 
synonyms or related terms. This tactic can be used when the elements in the 
query are too specific and precise. 

Pinpoint:the precision of the search formulation has to be increased by reducing 
the number of parallel terms. This considerably reduces the degree of recall. 

Super: moving upward in the term hierarchy and focusing on a broader term, 
discarding the original one. 

Sub: moving downward in the term hierarchy and focusing on a more specific 
term, discarding the original one. 

Relate: moving at the same hierarchical level towards related terms, and substi­
tuting the original term with the new ones (ORed together). 
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Sibling: including in the search formulation some related terms ORed together 
with the currently analyzed term. This tactic increases recall, but, at the same 
time, it is much more reliable than the relate tactic, as it still keeps in considera­
tion the original term. 

Superordinate: including in the search formulation some related terms ORed to­
gether with the currently analyzed term, and ANDing the result with a broader 
term. This tactic broadens the search to related terms, still preserving proximity 
with the original one (because of the broader term ANDed with the related 
ones). Superordinate can be used when a high recall is desired, without paying 
the price of a crude broadening. 

Subordinate: including in the search formulation some narrower term ORed to­
gether, and ANDing the result with the original term. Subordinate is the oppo­
site of superordinate, as it involves a specification over the term rather than a 
generalization. It can be used when a higher specificity is needed, without the 
risk of an arbitrary specification. 

Rearrange: if a term contains more than one word, reverse or rearrange the 
words in any reasonable order. 

Respell: searching under different spelling variants of the terms. 

Respace: searching under different spacing variants of hyphenated words. 

Fix: searching under different prefix, subfix, or infix variants. 

3 System Architecture and Specifications 

The general architecture of IR-NLI is shown in Fig. 1. IR-NLI comprises three 
main modules, devoted to cover the three basic competence areas of the inter­
face, namely: natural language understanding and dialogue, modeling of the in­
termediary's activity, and generation of the search strategy in the appropriate 
command language of the target information retrieval system. 

The understanding and dialogue module is devoted to perform activities of 
linguistic nature. First, it translates the natural language user's request into a for­
mal problem internal representation. Second, it manages (under the control of the 
reasoning module) a dialogue with the user devoted to expand the problem in­
ternal representation with new information. The understanding and dialogue 
module utilizes for its operation a vocabulary and a base of linguistic knowledge. 
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The reasoning module is devoted to model the intermediary's activity: it de­
vises the top-level choices concerning the cooperative operation of the interface 
and controls their execution. To perform this activity it uses a base of expert 
knowledge, which concerns the evaluation of user's request, the management of 
the presearch interview, the expansion of the problem internal representation, 
the selection of a suitable approach, the execution of appropriate tactics, the ac­
tivation of the dialogue with the user, and the generation of a suitable search 
strategy. The world knowledge (mostly of terminologic nature) necessary to 
these tasks is contained in a base of domain specific knowledge. 

The formalizer module is activated after the reasoning module has complet­
ed its activity, and constructs from the fully expanded problem internal represen-
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tation the final search strategy to be executed for accessing the target online data 
base. It is conceived as a parametric translator, capable of producing search 
strategies in several languages for accessing actual online services, such as SDC 
ORBIT, Euronet DIANE, and Lockheed DIALOG. 

The brief illustration of the overall system architecture shows that the reason­
ing module constitutes the kernel of IR-NLI, as it is devoted to provide the sys­
tem with the cooperative behavior typical of an intelligent information retrieval 
assistant. Therefore, we focus in the following sections only on this part of the 
system, which embodies the conceptual capabilities that make IR-NLI an exam­
ple of an expert interface as defined in Sect. 1. 

The design of the understanding and dialogue module closely follows the 
goal-oriented approach developed by the authors and tested in the construction 
of the NLI system for the enquiry in natural language of a relational data base 
[GUID82]. The formalizer module can be easily implemented with traditional 
syntax-directed translation techniques. 

3.2 A Rule-Based Architecturefor the Reasoning Module 

We focus in this section on the basic requirements of IR-NLI and we derive a 
first set of general technical specification for the reasoning module. The analysis 
carried out in Sect. 1 on the types of knowledge involved in the intermediary's 
job, clearly suggests that the rule-based system technology [W A TE78, HA YE83] 
can offer a viable approach to the design of the reasoning module. In fact, sever­
al reasons support this choice. 

First, a variety of different knowledge types are involved in the subject do­
main of intelligent information retrieval, including: 

- precise classification information about the domain of the search, elicited 
from thesauri and searching referral aids and stored in the domain-specific 
knowledge base; 

- structured knowledge extracted from technical literature and practical experi­
ence about approaches, tactics, and their use in intelligent information retriev­
al; 

- uncertain, judgmental, and often even conflicting knowledge about how to 
model the intermediary's skill, derived from the analysis of his operation in 
practical situations; 

- incomplete and unreliable data contained in the user's request (often crucial 
terms or references are missing, while unimportant or misleading concepts are 
stressed). 

Furthermore, the reasoning paradigms of the intermediary are typically data­
driven, as they highly depend on the several specific situations which can occur 
during the search. Therefore, it would not be appropriate to implement them in a 
fixed algorithm, which should explicitly consider all possible cases. 
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Moreover, knowledge about the intermediary's job seems to be more easily 
represented in a declarative way, rather than through fixed procedures. In fact, 
knowledge necessary to the effective operation of the system is not likely to be 
available at once before implementation, but it can be acquired, refined, and 
tested incrementally during system experimentation and tuning. 

At last, the search space is estimated to be very large and easily factorable. 

3.3 Technical Specifications 

The task domain of intelligent information retrieval can hardly be classified in 
any of the categories of rule-based systems applications defined in [HA YE83]. In 
fact, it shows several features of different categories, including: 

- Interpretation:the user's request can, generally, not be assumed to be a faithful 
description of his real information needs, since it is often incomplete, am­
biguous, uncertain, and misleading. More appropriately, the initial user's re­
quest can be considered a set of raw data which have to be carefully interpret­
ed in order to capture their deep meaning. 

- Planning: carrying out a successful dialogue with the user and performing a 
correct analysis of his request require the basic capability of planning (and dy­
namic replanning) the choices and actions to be taken. 

- Design: the construction of a suitable search strategy satisfying given objec­
tives and constraints is a typical design problem, which requires the capability 
of considering large classes of possible solutions and of taking decisions ac­
cording to appropriate evaluation criteria. 

Sharing features of several application categories constitutes a first impediment 
to the adoption of traditional rule-based system architectures and suggests that a 
new paradigm capable of supporting cooperation among interpretation, plan­
ning, and design has to be looked for. 

Moreover, a first implementation of IR-NLI developed in the past 
[GUID83 b] has shown the inadequacy of a naive approach, based on usual rule­
based system techniques, and it has outlined several features that denote the 
need for new tools capable of fitting the specific peculiarities of an expert inter­
face. 

The following technical features can be mentioned: 

- The search space is very large, and it shows a tree-like structure comprising 
loosely connected knowledge islands, i. e. well structured chunks of rules 
corresponding to the different approaches and tactics of online information 
retrieval. Therefore, high directionality and specificity of search (guessing) is 
needed. 
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- Moreover, in order to ensure a correct recovery in case of a failure during 
the search, intelligent backtracking capability to the appropriate branching 
point is necessary. In fact, some kinds of failure may suggest to move to differ­
ent knowledge islands without trying all alternatives offered by the current 
one. 

- Furthermore, the knowledge island structure of the rule base demands a long­
term planning capability which can avoid a fragmentary operation without 
look-ahead. 

- As knowledge about information retrieval naturally comprises a hierarchy of 
abstraction levels (e. g., rules about approach selection are at a meta-level with 
respect to rules about tactics to be used for approach implementation), adop­
tion of a mechanism for rule interpretation is suggested which can take advan­
tage of this knowledge structure for improving efficiency of both matching 
and conflict resolution. 

- At last, as the ability of the intermediary is largely based on analogical reason­
ing, mechanisms of learning from experience should be provided, which en­
able the reasoning module to refine its skill with operation [CARB83 b]. 

Several of the issues outlined above have major implications for the design of the 
architecture of the rule-based system for the reasoning module and, more specif­
ically, for the organization and use of meta-knowledge. Therefore, the need 
arises for a knowledge organization which can fit the many different knowledge 
types involved in the information retrieval task, and for a mechanism capable of 
exploiting meta-knowledge in an effective manner. 

4 Knowledge Representation 

4.1 Domain Specific Knowledge 

The domain specific knowledge base (DKB) contains knowledge about the subject 
domain covered by the target online data base to which IR-NLI is connected. 
The DKB embodies two kinds of knowledge [DEFU84]: 

- linguistic knowledge, concerning how a concept is currently referred to in the 
data base through an appropriate linguistic item specific of the subject do­
main; 

- semantic knowledge, which expresses classification information and cross­
reference relations among terms. 
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The internal structure of the OKB has been modeled according to the organiza­
tion of traditional searching referral aids (in particular thesauri and subject clas­
sifications). It is constituted by a labelled directed network, in which nodes rep­
resent concepts and directed arcs represent relations between concepts. Each 
node contains: 

- a term, i. e. the appropriate linguistic item used in the specific domain to de­
note a concept; 

- a boolean flag (Y, N), which indicates whether the term is a controlled term 
(CT), i. e., whether it belongs to a controlled vocabulary (a collection of stan­
dard terms used for document indexing); 

- the posting count (PC), L e., the number of items of the data base in which the 
term appears; 

- an integer value, called generality level (GL), which represents the degree of 
specificity of the term in a hierarchical subject classification. 

Arcs denote the usual cross-reference relationships utilized for structuring the­
sauri. These include: 

- broader term (BT), 
- narrower term (NT), 
- related term (RT), and 
- usedfor (UF). 

The structure of the OKB has been designed in such a way as to be easily con­
structed from available searching referral aids and online thesauri, possibly in a 
partially automatic way through appropriate conversion programs. 

4.2 Expert Knowledge: Rule Structure and Organization 

In addition to the domain specific knowledge, the reasoning module utilizes in 
its operation an expert knowledge base (EKB), which contains knowledge about 
the intermediary's skill and expertise. Expert knowledge takes the form of pro­
duction rules. 

The left-hand-side (LHS) of a rule is constituted by a sequence of logical con­
ditions defined over the problem internal representation, that are assumed to be 
ANOed together. We say that the LHS of a rule is satisfied if all conditions in it 
evaluate to true. The right-hand-side (RHS) of a rule can contain: 

- actions to be executed on the problem internal representation (possibly in­
cluding interaction with the user or with the OKB), and 

- directives, Le. operations which will affect the control flow of the system. 
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Actions and directives in the RHS of a rule are assumed to be performed, when 
the rule is executed, in a strictly sequential manner. 

Let us now take a closer look at the internal structure of a rule. A rule takes 
the form of a list of descriptor-value pairs: the descriptoris an identifier, and the 
value is either an atomic object (a number, a string, etc.) or a piece of Lisp code. 
The descriptors currently used for rule representation are: 

- (name): an identifier (atomic symbol) used for referencing the rule in the 
EKB; 

- (type): the type of the rule (domain, matching, or conflict); 
- (weight): a real value between 0 and 1, which expresses a measure of how reli-

able the use ofthe rule is, i.e. an estimation of the quality of the logical impli­
cation asserted by the rule; 

- (if-part): the Lisp-coded LHS (a Lisp predicate); 
- (then-part): the Lisp-coded RHS (a Lisp function). 

An example of the internal structure of a rule is reported below: 

((name D97-06) 
(type domain) 
(weight 0.8) 
(if-part 
(lambda (p c) 

(and (objective 'high-precision) 
(forall C (concepts) 

then-part 
(lambda 
(p c) 

'(forall Cl (concepts) 
'(lessp 

(setcurrent 

(abs 
(diff 

(PC C) 
(PC Cl))) 

100))) 

(exists C (concepts) 
'(lessp (GL C) 4)))))) 

(activate 'MOST-SPECIFIC-FIRST' on (current))))) 

In the following, we utilize a simplified description of the rules in order to im­
prove readability. For example, the above rule can be represented in the simpli­
fied form as: 

097-06 (0.8) 
IF all concepts have similar PC 

there exists a concept C. X with low GL 
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objective is high-precision 
THEN activate MOST-SPECIFIC-FIRST on C. X 

Both syntax and semantics of the language used for the simplified representation 
of rules are quite intuitive and will be further clarified without a formal defini­
tion. 

The EKB has a complex organization. It is first partitioned into three parts 
called types, each type is then further partitioned into blocks, and blocks are fi­
nally grouped together to form classes. Let us analyze each one of these compo­
nents in turn. 

Rules may belong to three different types: 

- domain rules, which are devoted to represent knowledge about the intermedi­
ary's activity, and are used to actually carry out the task assigned to the rea­
soning module. Their RHS may contain both actions and the directives 'acti­
vate' and 'terminate' (see Sect. 5). The rule previously discussed (097-06) is an 
example of a domain rule. 

- matching rules, which contain meta-knowledge devoted to reduce the effort 
involved in the matching phase during operation of the rule-based system. 
They allow identification of subsets of domain and conflict rules, which are 
expected to be relevant in the current context, and will be utilized by the inter­
preter of the production system in the next steps. These subsets are selected 
through the directive 'use' contained in the RHS of matching rules. The syntax 
of 'use' is: 

use (domain block) [(conflict block)], 

where (domain block) and (conflict block) are the names of subsets of domain 
and conflict rules in the EKB (note that the second argument of 'use' is op­
tional). The following is an example of a matching rule: 

M65-05 (1.0) 
IF PAR is not empty 
THEN use 012 C18 

- conflict rules, which contain meta-knowledge devoted to encode criteria for 
conflict resolution, i. e. for selecting the next rule to be executed from the set of 
those whose LHS is satisfied in the current context (the conflict set). Conflict 
rules may contain in the RHS any of the following directives: 'select', 'weigh', 
'choose', 'activate', and 'terminate'. The former three directives are used when 
the conflict set is not empty. Their general form is: 

select (rule name) 
weigh 
choose (pattern 1) (pattern 2) ... (pattern N) 

The first directive specifies unconditional selection of the rule referred to by 
(rule name). The second one causes selection of the rule with highest weight. 
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The last one chooses the first rule which matches the left-most specified pat­
tern, among (pattern-i), (pattern-2), ... , (pattern-N). Conflict rules devoted to 
managing the empty conflict set situation may contain the directives 'activate' 
or 'terminate' since the others are meaningless. 
Note that conflict rules may also contain in the RHS any other kind of actions 
in addition to the above mentioned directives. 
Examples of conflict rules are: 

C4i-02 (0.8) 
IF CONFLICT-SET is not empty 

objective is high-precision 
THEN weigh 

C4i-03 (1.0) 
IF 

THEN 

CONFLICT-SET is empty 
objective is high-recall 
number of concepts in the PIR is small 
activate GENERALIZE 

Types are further partitioned into blocks: domain, matching, and conflict blocks, 
respectively. Blocks represent small chunks of knowledge that refer to some spe­
cific aspect of the subject domain. Therefore, blocks are expected to be relevant 
to a well identified class of situations during the operation of the reasoning 
module. 

Since both domain knowledge and meta-knowledge are needed to effectively 
carry out the tasks involved in the operation of the reasoning module, blocks of 
different types are grouped together to form larger aggregates called classes. A 
class contains one matching block and one or more domain and conflict blocks. 
Moreover, matching and conflict rules of a class cannot refer (through the direc­
tives 'use' and 'select', respectively) to blocks and rules outside the class. Note 
that a block may belong to several classes. 

Names are assigned to classes, blocks, and rules according to the following 
rules: 

- classes are named with a mnemonic string referring to its meaning (e. g., AP­
PROACH-SELECTION, MOST-SPECIFIC-FIRST, PARALLEL, etc.); 

- blocks are named with a string made up of a letter belonging to the set {D, M, 
e} which indicates the type of the block, and a number which identifies the 
block in the set of blocks of the same type e.g., D27, C02, M12, etc.); 

- rules are named by concatenating the name of the block to which the rule be­
longs with a number which identifies the rule inside the block (e.g., D27-0i, 
D27-i5, M12-02, etc.). 

The structure of the EKB outlined above comprises two basic features: 
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• knowledge is organized into separate chunks, the classes, each referring to a 
specific facet of the subject domain, such as a subfield of specialist compe­
tence, a problem solving approach, an exceptional situation, a phase of the 
reasoning process, etc.; 

• meta-knowledge is contained in two parts of the representation: 

- the directives appearing in the RHS of domain rules, which basically em­
body knowledge about which class to use next and how to use it, thus allow­
ing implementation of data-driven switching between classes during system 
operation; 

- the matching and conflict rules, which contain knowledge about which 
blocks of domain rules to use within a given class and how to use them, thus 
allowing selective focusing on the specific knowledge actually relevant to 
the current context. 

The proposed representation model appears to be especially suitable for those 
domains that are highly structured in nature, and contain a lot of meta-knowl­
edge intermixed with domain knowledge. In such cases, it allows easy and natu­
ral knowledge acquisition and representation, since appropriate constructs are 
available to model a large variety of knowledge structures without the need of an 
unnatural fragmentation. Moreover, the structure of the EKB allows explicit and 
effective representation of control knowledge that, otherwise, would be lost or 
dispersed in a flat, hardly usable representation. 

4.3 Problem Internal Representation 

The problem internal representation (PIR) represents the working memory of the 
rule-based system. Its content is updated at each step of system operation as a 
consequence of rule execution. Basically, the PIR is splitted into two parts: the 
problem information (PI) and the control information (eI). 

The PI part of the PIR contains a structured representation of the available 
knowledge about the search problem. 

The sources of such knowledge are: 

- the user (through the understanding and dialogue module), who submits to 
the system his initial request at the beginning of the session (presearch inter­
view), and answers queries formulated by the system whenever he is engaged 
in a dialogue; 

- the OKB (through the reasoning module) which can supply new information 
whenever needed during system operation. 

The users of the PI are the reasoning module and the formalizer module. 



An Expert Interface for Effective Man-Machine Interaction 279 

The PI part of the PIR is organized as a frame comprising subframes which, in 
turn, can contain several slots. The general structure of the PI is the following: 

• Concepts: a sequence of subframes, each containing the representation of a 
concept supplied by the user or acquired from the DKB. Each subframe com­
prises the following slots: 

- name: a string built up by "C." followed by a sequential number (e.g., C.1, 
C.2, C.3, etc.), which identifies the concept in the PIR; 

- term: the term (or expression) with which the concept is referred to in the 
DKB; 

- Pc.· the posting count ofthe term; 
- GL:the generality level of the term; 
- CT: the flag (Y, N) denoting whether the term is controlled; 
- DI:the interest degree the user has assigned to the term; 
- related: the list of names of synonyms, spelling variations, and related key-

words entered by the user; 
- derived: the list of names of concepts acquired from the DKB during the 

analysis of the concept. 

• Search-logic: the logic underlying the current search formulation. It is given 
through a boolean combination (using the operators OR, AND, NOT) of the 
names of the concepts actually involved in the search formulation. 

• Objective: the goal of the search stated by the user. The objective may be high­
precision, high-recall, or sample, that denote the desire of obtaining only rele­
vant documents, all relevant documents, and just a small set of relevant docu­
ments, respectively1. 

• Limitations: a subframe representing the constraints supplied by the user to 
limit the search. Its slots are: 

- Language:the language in which a document must be written in order to be 
relevant to the search (e.g., English, French, etc.); 

- date: a time period the publication date of the document must belong to 
(e.g., > 1975, > = 1960 and < = 1970, etc.); 

- Treatment: the nature of documents to be retrieved (e. g., practical, theoreti­
cal, general, formal, etc.). 

• Output: a subframe containing the specifications of the way in which the re­
trieved documents are to be supplied to the user. It comprises the following 
slots: 

1 The definitions of precision and recall are: 
precision = No. of relevant documents retrieved 

No. of documents retrieved 

recall = No. of relevant documents retrieved 
No. of relevant documents stored in the data base 
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- Format: e. g., bibliographic reference, abstract, full format, etc.; 
- Max: the maximum number of items desired; 
- List: e.g., sorted by year, sorted by author name, not sorted, etc.; 
- Mode:e.g., online display, offline print, etc. 

• Search-mode: a flag to be utilized during search strategy design, indicating 
whether the search has to be carried out on any field of each record in the data 
base (free-text), or only on those fields containing controlled terminology 
(controlled vocabulary). 

The CI part of the PIR contains information the system uses for its own work, 
including partial result and internal state variables. Its entries are called registers 
and are created and deleted dynamically by the system. 

A general illustration of the structure of CI is not given here, as it mostly con­
cerns system implementation. 

5 Reasoning Mechanism 

5.1 The Concept of Task 

The mode of operation of the reasoning module basically conforms to the gener­
al organization of a rule-based system and comprises a recognize-act cycle in­
cluding the three activities of matching, conflict resolution, and execution 
[HA YES3]. However, it embodies a novel concept, the task, which allows effec­
tive use of meta-knowledge, fully exploiting the structured organization of the 
EKB and of the PIR illustrated in the previous section. 

A task can be defined as a triple: 

T=(CL, PAR, PRED), 

where: 

- CL is the name of a class of the EKB; 

- PAR is a list of concept names belonging to the PIR, called parameters; 

- PRED is a predicate defined over the PIR, called termination predicate. 

Both PAR and PRED may be empty. 
Tasks are dynamic entities, created at run time as a consequence of a specific 

directive, 'activate'. Such a directive takes the following form: 

activate CL [on PAR] [until PRED], 

where the last two components are optional. 
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The semantics of the directive 'activate' can be stated as follows: use the rules in 
CL, focusing on the concepts specified in PAR, until PRED evaluates to true. If 
parameters are omitted the task will operate on all the concepts appearing in the 
PIR, and when no termination predicate is specified the task will terminate only 
if the directive 'terminate' is executed. 

We denote by activation the process of generating a task, putting together a 
class with a list of parameters and a termination predicate. Similarly, termination 
denotes the fact that a task ceases to exist when its termination predicate be­
comes true or the directive 'terminate' is executed, and execution refers to the se­
quence of operations necessary to actually run a task. 

Henceforth, we will refer to a task through the name of its CL component. 
PAR and PRED will be explicitly specified whenever necessary to avoid ambi­
guity. 

5.2 Task Execution 

We now illustrate how tasks affect the usual recognize-act cycle of the interpreter 
of a production system. Task execution is the basic mechanism of operation of 
the reasoning module, whose kernel is the interpreter of the directive 'activate', 
called the task interpreter. 

The basic schema of operation of the task interpreter is illustrated in Fig.2. 
Let us analyze this schema in detail. The execution of the directive 

activate CL on PAR until PRED 

causes both the generation of the task T=(CL, PAR, PRED) and a call to the 
task interpreter for the execution of T. When T is supplied as input to the inter­
preter it becomes active and its execution starts. 

Let us assume that CL has the following structure: 

CL= MB matching block 

DB ={DB1, DB2, ... } set of domain blocks 

CB ={CB1, CB2, ... } set of conflict blocks 

The interpreter will consider in its activity only the concepts contained in PAR, if 
any; otherwise, the interpreter will operate on the entire PIR We denote by PIR * 
the part of the PIR that the interpreter will actually consider during operation. 

The interpreter takes first into account the matching block MB of CL and 
starts the first activity, called block matching. This consists of matching the LHS 
of the rules of MB against PIR *, in order to determine the domain and conflict 
blocks to be used in the current context. All domain and conflict blocks (belong­
ing to DB and CB, respectively) mentioned in the directive 'use' of the matching 
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Fig. 2. Schema of operation of the task interpreter 

rules whose LHS is satisfied, are merged together to form the current domain 
and conflict blocks (let us call these DB* and CB*, respectively). 

After DB* and CB* have been determined, a usual recognize-act cycle is en­
tered. It comprises three activities: 

- rule matching: the LHS of the rules in DB* is matched against the current 
PIR*, and the set of domain rules whose LHS is satisfied is determined (the 
conflict set). 

- conflict resolution: the LHS of the rules in CB* is matched against the current 
PIR*, and the domain rule to be executed next is selected according to the 
choice determined by execution of the directives appearing in RHS of the con-
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flict rules whose LHS is satisfied. If the conflict set is empty, no domain rule 
can be selected and execution of the directives appearing in the RHS of the 
conflict rules whose LHS is satisfied will directly determine how task execu­
tion will be carried on. 

- rule execution: the actions and directives appearing in the RHS of the selected 
domain rule are actually executed and the current PIR * is updated. 

If a termination predicate PRED is specified in T, it is now evaluated in relation 
to the current PIR * (termination predicate evaluation). In case it evaluates to true, 
task execution is terminated; otherwise, control flow is returned to the rule 
matching activity, and a new recognize-act cycle is started. 

Independently of PRED, task execution is also immediately terminated if, 
during conflict resolution or rule execution, the directive 'terminate' is invoked. 

Note that the RHS of both conflict and domain rules can contain the direc­
tive 'activate' (possibly in addition to other actions and directives), whose execu­
tion causes generation of a new task and a call to the task interpreter. Therefore, 
if during conflict resolution or rule execution, the directive 'activate' is called up­
on, the execution of the current task is suspended and a new task becomes active. 
The suspended task will be resumed, and its execution will continue from the 
point where it was suspended, after the new task will terminate. 

This policy of suspending and resuming task execution is implemented 
through a stack. The active task is on top of the stack. When a new task is 
activated, it is pushed on the stack and the point where the current task has been 
suspended is marked. When a task is terminated it is popped from the stack and 
the task on top of the stack becomes active again and execution continues from 
the marked point. If the stack is empty, operation of the task interpreter termi­
nates. 

The activity of the task interpreter is initialized by forcing execution ofthe di­
rective 

activate MAIN until (user-is-satisfied) 

that pushes the task MAIN on the stack. The class MAIN contains just one 
matching rule: 

M01-01 (1.0) 
IF true 
THEN useD01 

and one domain rule: 

D01-01 (1.0) 
IF 
THEN 

true 
activate PRESEARCH-INTERVIEW 
activate APPROACH-SELECTION 
activate RESULT-EVALUATION. 



284 Cooperative Interfaces 

The operation of the reasoning module is fully determined by the execution of 
the task MAIN which controls the correct sequencing of phases in a search ses­
sion and activates appropriate tasks devoted to actually carrying out the activi­
ties proper of each phase. 

As a closing remark, we note that the intuitive meaning of task activation is 
that of switching from one domain of competence to another, focusing on a dif­
ferent facet of the problem and using for this a specialized chunk of knowledge. 
Tasks can therefore be viewed as specialists (or specific separate expert systems 
with their own domain knowledge and meta-knowledge), that can be invoked in 
a data-driven way whenever their competence seems to be useful to further the 
reasoning process. Each specialist can be activated in several different situations, 
and can adapt, through its own meta-knowledge (matching and conflict rules), to 
the specific features of the current context. 

The task mechanism shares several features with the blackboard architecture 
of HEARSAY-III [ERMA81] but activation of specialists is, in our approach, 
only indirectly data-driven. In fact, for a task to be activated it is necessary that a 
specific situation is recognized by some rule belonging to another task, and, 
therefore, specialists are not called upon by data on the blackboard, but they are 
activated by another specialist (although still in a data-driven way as a conse­
quence of rule execution). Therefore, tasks are not fully independent knowledge 
sources, but each of them must be knowledgeable of other tasks that it can acti­
vate during operation, whenever appropriate. This kind of relationships among 
tasks greatly reduces the non-determinism of the system operation at the meta­
level, thus improving efficiency. This also eliminates the need for having struc­
tures such as the strategy knowledge sources of the blackboard model for meta­
level planning. 

The way tasks are activated can also be compared with the use of meta-rules 
[DAVI80j. In fact, the directive 'activate' can be viewed as a way of selecting a 
subset of the rule base on which to focus next. However, the activation of a task 
is not merely a heuristic-guided selection of the rule to be utilized next, but it im­
plies a change of viewpoint and the decision to use a specific chunk of structured 
knowledge (both at domain and meta-level) to further the reasoning process. 

6 Sample Sessions With IR-NLI 

6.1 Strncture of a Search Session 

In this section two sample search sessions with IR-NLI are presented. Focus is 
centered on the conceptual aspects of IR-NLI operations, disregarding several 
marginal details. The examples chosen concern two approaches which are very 
common in practice: namely, Building Block and Citation Pearl Growing. 
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Before discussing these two examples in detail, we briefly illustrate the gener­
al structure of a search session with IR-NLI, which will serve as a background 
for the following discussion. 

Presearch Interview is the initial phase of a search session, where the user formu­
lates the first version of his request. The goal of this activity is to support the user 
in explicating his information needs, and to enable the intermediary to clearly 
understand the precise content and objectives of the user's request. 

In IR-NLI the user is asked by the system to state a query in English, specify­
ing the topic it relates to, some keywords and synonyms, the facets which are to 
be considered, the limitations to be imposed on the search, the desired form of 
the output results, etc. This activity is entirely carried out by the PRESEARCH­
INTERVIEW task, whose goal is that of managing the dialogue with the user 
during the presearch interview, resorting to the understanding and dialogue 
module for the linguistics aspects of the communication between the user and 
the system. 

After the user's needs have been definitely acquired, the intermediary has to 
devise the search strategy. The very first step towards this goal consists in com­
pleting the initial formulation of the user's request with additional specific infor­
mation, that can be obtained from available searching referral aids and can be 
useful for evaluating the content of the request. The intermediary tackles then 
the most critical phase of his job, namely approach identification, the choice of 
the most appropriate approach to adopt for an effective management of the de­
sign of the search strategy. This choice is done without interacting with the infor­
mation retrieval system, taking into account the following two elements: the ob­
jectives of the user, and the nature and richness of the information supplied by 
the user or obtainable from available searching referral aids. 

In IR-NLI this job is performed by the APPROACH-SELECTION task 
which operates in two steps. First it extracts from the DKB the posting count, 
generality level, and controlled term flag of the concept involved in the user's re­
quest; then, it selects the approach which seems the most suitable one, according 
to the information currently available. 

Concept Analysis, the central activity of a search session, is then started. This 
phase has the main goal of expanding (through extraction of new concepts from 
the DKB) the current formulation of the user's request in order to gather all in­
formation needed to construct an effective search strategy. 

During this phase, the intermediary designs (either interactively with the in­
formation retrieval system or off-line) the structure and content of the search 
strategy, using appropriate tactics according to the chosen approach. This activi­
ty is highly data-driven, as the decisions to be taken and the individual steps to 
be performed strictly depend on the type and content of the pieces of informa­
tion already gathered in the previous stages of the analysis. 

In IR-NLI this phase is carried out by the specific task implementing the 
chosen approach, which is directly activated by the APPROACH-SELECTION 
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task and can activate, in turn, all other tasks needed for execution of the relevant 
tactics. 

A crucial problem in this phase is deciding when to stop the analysis: either 
the data gathered so far are enough for strategy construction or the analysis has 
evolved to an unsatisfactory point. In both cases we are faced with a judgemen­
tal step, which can require interaction with the user. 

In the case where concept analysis has succeeded in producing the informa­
tion needed for strategy construction, the formalizer module is activated, and the 
final search strategy in the appropriate query language is generated. Otherwise, 
if concept analysis terminates with a failure, backtracking to a previous step of 
the analysis, or to the approach identification phase takes place and a different 
solution is tried. 

The last phase of a search session is result evaluation. This activity begins after 
the search has been done and results have been made available to the user. Its 
purpose is to allow the user to evaluate whether his information needs are fully 
satisfied and the session can be closed, or the search has to be continued, refined, 
or even repeated from the beginning with a new request. Usually, the responsi­
bility of result evaluation is entirely left to the user, and the intermediary only 
supports him in expressing his judgements and formulating appropriate requests 
to further the search. 

In IR-NLI this phase is managed by the RESULT-EVALUATION task, 
which presents to the user the obtained results and, interactively, supports him in 
evaluating their relevance. 

6.2 An Example With the Building Block Approach 

In this section we present a first example of a search session carried out by 
IR-NLI. 

As already pointed out in Sect. 5, the task MAIN, which is the first task to be 
activated at the beginning of a search session, activates the task PRE­
SEARCH-INTERVIEW to support the user in formulating his request. The first 
operation that the directive 'activate PRESEARCH-INTERVIEW' performs is 
block matching. The matching block of the class associated to the task PRE­
SEARCH-INTERVIEW contains, among others, the following rule M02-05, 
which matches the current PIR and is therefore executed. 

M02-05 (1.0) 
IF PIR is empty 

PARis empty 
THEN use DOl 

The block DOl, addressed by the directive 'use', contains rules that perform the 
presearch interview. 
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At this point, the user is invited by the system to submit his request. The dia­
logue between IR-NLI and the user begins as follows: 

IR-NLI > Please, state your request! 

user > I would like to have references about computer applications in 
warehousing. 
I am interested only in English documents not older than three 
years. 

The first step of the presearch interview is completed; the understanding and di­
alogue module analyzes the request and extracts the information relevant to the 
search. The first PIR (PI part) obtained is: 

concepts: 

limitations: 

name=C.l 
term = computer applications 

name=C.2 
term = warehousing 

language = English 
date> =1981 

The user has now to supply further information to better specify his needs: in the 
block 001 there are rules which can manage a bounded scope dialogue for col­
lecting new useful information from the user and expanding the PIR. Some ex­
amples of dialogue rules are: 

001-07 (1.0) 
IF concepts is empty 
THEN get concepts 

001-16 (0.7) 
IF PIR has been filled 
THEN terminate 

where 'get' is a Lisp function which acquires data from the user through a fixed 
dialogue. 

The effect of these rules is the following interaction with the user: 

IR-NLI > Please, specify the scope of the search: 
- comprehensive: retrieval of all relevant items (high-recall) 
- limited: retrieval of only relevant items (high-precision) 
- sample: retrieval of some relevant item 

user > comprehensive 

IR-NLI > Now, please, specify the treatment desired (general, practical, 
theoretical, ... ) 
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user > practical 

IR-NLI > Output desired: 
- offline print, online display, ... 
- format: bibliographic reference, abstract, full format, ... 
- sorted, ... 
- maximum number of items desired 

user > full format, offline print, not sorted, with at most 50 po stings 

IR-NLI > Please, specify synonyms, spelling variations, related key-
words of each concept contained inyourrequest: 

C.l computer applications: 

user > management information systems 

IR-NLI > C. 2 warehousing 

user > none 

IR-NLI > Please, supply any particular pOint of view or specific aspect to 
take into account (deSign, performance, reliability, security, 
... ) 

user > cost/benefit evaluation 

IR-NLI > For each concept please specify the degree of relevance to the 
search (score from 1 to 10) 

IR-NLI > C.lcomputerapplications 

user > 10 

IR-NLI > C. 2 warehousing 

user > 10 

IR-NLI > C.3cost/benefitevaluation 

user > 5 

Rule D01-07 allows identification of concepts and related terminology and, 
moreover, it constructs the search logic. The search-logic reflects the internal log­
ical structure of the initial request. 

Once all information that has to be collected in the presearch interview has 
been supplied by the user (and inserted in the PIR), rule D01-16, above pre­
sented, is executed. Therefore, the task PRESEARCH-INTERVIEW terminates, 
and control is returned to the task MAIN. The updated PIR is now the follow­
ing: 

concepts: name=C.1 
term = computer applications 



An Expert Interface for Effective Man-Machine Interaction 289 

01=10 
related = C. 3 

name=C.2 
term = warehousing 
01=10 

name=C.3 
term = management information systems 

name=C.4 
term = cost/benefit evaluation 
01=5 

search-logic: (ANO (OR C.l C.3) C.2 C.4) 

objective: high-recall 

limitations: language = English 
date> = 1981 
treatment = practical 

output: format = full format 
max=50 
list = not sorted 
mode = offline print 

APPROACH-SELECTION is the next task activated by MAIN. The first step 
carried out is to get additional information from the OKB. This is accomplished 
by the task FILL-IN, which is activated if there is at least a concept whose slots 
'PC', 'GL', and 'CT' are empty. The actions that FILL-IN takes are straightfor­
ward: for each concept considered, it transfers the values of the slots from the 
DKB to the PIR. 

The portion of OKB accessed by FILL-IN in our example is illustrated in 
Fig. 3 and 4. In these figures, the OKB is represented as a labeled network where 
two types of nodes appear. The 'closed' ones represent the nodes actually ex­
amined by the system in the example, while the 'open' nodes represent concepts 
that are not taken into account. 

After the execution of FILL-IN, the PIR concerning the concept C.l con­
tains: 

concepts: name=C.l 
term = computer applications 
PC=12004 
GL=8 
CT=Y 
01=10 
related = C. 3 
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Similar updates are performed on the other concepts. The second step of 
APPROACH-SELECTION is the choice of the approach. The domain rule ex­
ecuted is the following one: 

D12-02 (0.9) 
IF 

THEN 

number of concepts is low 
all concepts have high PC 
all concepts have similar GL 
activate BUILDING-BLOCK 
activate SEARCH 
terminate 

The number of concepts is considered to be low when it does not exceed a given 
constant. Moreover, a concept has high PC when its posting count is greater than 
a given threshold. Finally, all concepts have similar GL when for any pair of con­
cepts the difference oftheir generality levels does not exceed a fixed constant. 
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In the RHS of rule 012-02, there is a sequence of three directives; the first 
two ones are devoted to activate tasks, the last one to stop the APPROACH­
SELECTION task. BUILDING-BLOCK is devoted to implement the BBL 
approach and SEARCH both performs the synthesis of the search strategy and 
submits it to the information retrieval system. 

Although not shown here, BUILDING-BLOCK first executes a matching 
rule which selects the domain block 007 and the conflict block COl, and second 
it executes the rules contained in block 007. 

The situation we are considering in our example yields to a conflict resolu­
tion activity handled by conflict rules. 

In fact, after the rule matching phase, the current conflict set contains the fol­
lowing three rules: 

007 -01 (0.6) 
IF objective is high-recall 

search-mode is empty 
THEN set search-mode to free-text 

007 -11 (0.8) 
IF 

THEN 

007-13 (0.8) 
IF 

THEN 

objective is high-recall 
there is a concept C not yet compiled 
number of terms in C is low 
activate COMPILE on C 

objective is high-recall 
there is a concept C not yet expanded 
number of terms in C is low 
activate PARALLEL on C 

until number of terms in C is high 

where COMPILE refers to the process of specifying spelling variations or trun­
cations of a term, according to the tactics 'rearrange', 'respace', 'respell', and 
'fix', while PARALLEL refers to the process by which the terminology related to 
a term is increased through the tactics 'parallel', 'relate', 'sibling', etc. The con­
flict rule which matches this conflict situation is: 

C01-02 (1.0) 
IF 

THEN 

CONFLICT-SET is not empty 
objective is high-recall 
choose PARALLEL 

COMPILE 
GENERALIZE 
REDUCE 

whose meaning is trying to solve the conflict by choosing the rule which contains 
the first-mentioned pattern. In fact, in this situation, due to the high-recall objec-
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tive, it is better to consider the tactic 'parallel' rather than others, such as 'gener­
alize' or 'reduce'. 

In our case rule D07 -13 is executed which activates the task PARALLEL, de­
voted to the expansion of the terminology of the concepts specified in PAR. The 
expansion is carried out through the application of tactics such as: 'relate', 'sib­
ling', 'generalize', 'parallel', etc. 

The following matching rule is first executed: 

M22-02 (1.0) 
IF PAR is not empty 
THEN use D26 C03 

The rules of the block D26 whose LHS is satisfied in the current PIR are: 

D26-01 (0.9) 
IF objective is high-recall 

exists C in PAR with low GL 
THEN activate RELATE on C 

D26-02 (0.7) 
IF objective is high-recall 

all concepts in PAR have low number of terms 
THEN activate PARALLEL on terms derived from PAR 

The conflict is resolved by the rule: 

C03-04 (1.0) 
IF 

THEN 

CONFLICT-SET is not empty 
objective is high-recall 
choose RELATE 

PARALLEL 
GENERALIZE 
COMPILE 
SIBLING 

which results in the selection of rule D26-01. In this case C is instantiated by C. 2 
and the task RELATE is activated, which accesses the D KB and expands the ter­
minology of C. 2 by including terms linked to C. 2 through BT arcs. 
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Mter the execution of the task RELATE the portion of PIR concerning C. 2 is: 

concepts: 

name=C.2 
term = warehousing 
PC =2730 
GL=6 
CT=Y 
01=10 
derived = C. 5 

name=C.5 
term = inventory control 
PC=3051 
GL=7 
CT=Y 

When RELATE terminates, PARALLEL resumes control. Since its termination 
predicate (number of terms in PAR is high) has not yet been verified, it continues 
to match its rules against the PIR and to execute them. In a similar way, other 
terms are acquired by PARALLEL for the concept C.2. 

When the task PARALLEL terminates, control is again transferred to 
BUILDING-BLOCK which again will match domain rules of block 007 con­
taining the activation of PARALLEL for other concepts. Other tasks are later ac­
tivated by BUILDING-BLOCK; among these we mention the task COMPILE, 
charged with the compilation of terms. Some of its domain rules are: 

029-02 (1.0) 
IF HYPHEN is in PAR 
THEN substitute HYPHEN with SPACE 

029-03 (1.0) 
IF HYPHEN is in PAR 
THEN substitute HYPHEN with NULL 

029-07 (0.9) 
IF '-ing' is in PAR 
THEN truncate '-ing' 
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D29-08 (0.9) 
IF '-ation' is in PAR 
THEN truncate '-ation' 

D29-12 (0.8) 
IF PARis plural 
THEN truncate PAR to singular 

Operation continues with execution of all the possible domain rules, and when 
BUILDING-BLOCK finishes its activity, it terminates and the resulting PIR is 
the following: 

concepts: name=C.1 
term = computer.applic* 
PC=12004 
GL=8 
CT=true 
DI=10 
related = C. 3 
derived=e.6 e. 7 e.8 e.9 C.10 

name=e.2 
term = warehous * 
PC = 2730 
GL=6 
CT=true 
DI=10 
derived = e. 5 e. 11 C.12 C. 13 

name=e.3 
term = management.information.system* 

name=C.4 
term = cost* .benefit* .evalu * 

name=C.5 
term = inventory. control 

name=C.6 
term = applic* .software 

name=e.7 
term = computeriz* 

name=C.8 
term = administrative.data.process* 

name=C.9 
term=autom* 

name = e. 10 
term = package* 
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name=C.ll 
term = storage.handl * 
name=C.12 
term = stock* . control 
name = C. 13 
term = stor* . control 

search-logic: (AND (OR C.l C.3 C.6 C. 7 C.8 C.9 C.l0) 
(OR C.2 C.5 C.11 C.12 C.13) 
C.4) 

objective: high-recall 
limitations: language = English 

date> = 1981 
treatment = practical 

output: format = full format 
max=50 
list = not sorted 
mode = offline print 

search-mode: free-text 

After the termination of BUILDING-BLOCK. control is resumed by rule 
012-02 of the task APPROACH-SELECTION. Such a rule activates then the 
task SEARCH which invokes the formalizer module to construct the search 
strategy from the final version of the PIR. In our example, the following pro­
gram is generated (in a dialect of EUROLANGUAGE): 

1. FIND COMPUTER.APPLIC* 
2. FIND MANAGEMENT.INFORMATION.SYSTEM* 
3. FIND APPLIC*.SOFTWARE 
4. FIND COMPUTERIZ* 
5. FIND ADMINISTRATIVE.DATA.PROCESS* 
6. FIND AUTOM* 
7. FIND PACKAGE* 
8. S=l OR S=2 OR S=3 OR S=4 OR S=5 OR S=6 OR S=7 
9. FIND WAREHOUS* 

10. FIND INVENTORY. CONTROL 
11. FIND STORAGE.HANDL* 
12. FIND STOCK*.CONTROL 
13. FIND STOR*.CONTROL 
14. FIND S=9 OR S=10 OR S=ll OR S=12 OR S=13 
15. FIND COST*.BENEFIT*.EVALU* 
16. FIND S=8 AND S=14 AND S=15 
17. LIMIT S=16/LANG=ENGLISH 
18. LIMIT S=18/YEAR>=1981 
19. LIMIT S=17/TREAT=PRACTICAL 
20. PRINT Fl, 1 ... 50 



An Expert Interface for Effective Man-Machine Interaction 297 

Mterwards, SEARCH submits this program to the information retrieval system 
which will return the actual results of the search. SEARCH terminates and 
causes termination of APPROACH-SELECTION. Control is given back to 
MAIN which activates RESULT-EVALUATION. This task outputs first a 
ranked list of the retrieved items, and, second, it interacts with the user who sup­
plies the relevance evaluation of the documents. If the results satisfy user's 
needs, the search session concludes; otherwise, the process continues by repeat­
ing the operations specified in the task MAIN. 

6.3 An Example With the Citation Pearl Growing Approach 

The second example we present deals with the Citation Pearl Growing ap­
proach. 

The first steps of IR-NLI are just the same as in the previous example: first 
task MAIN is activated and then task PRESEARCH-INTERVIEW performs 
the presearch interview. 

The initial query is the following one: 

IR-NLI > Please, state your request! 

user > I would like to have references about cooperative man-machine 
interfaces for online document retrieval. I am interested in 
English papers. 

The presearch interview continues then as follows: 

IR-NLI > Please, specify the scope of the search: 
- comprehensive: retrieval of all relevant items (high- recall) 
- limited: retrieval of only relevant items (high-precision) 
- sample: retrieval of some relevant item 

user > limited 

IR-NLI > Now, please specify the treatment desired (general, practical, 
theoretical, ... ) 

user > general 

IR-NLI > Output desired: 
- offline print, online display, ... 
- format: bibliographic reference, abstract, full format, ... 
- sorted, ... 
- maximum number of items desired 

user > full format, online display, sorted by year in ascending order 

IR-NLI > Please, specify synonyms, spelling variations, related key-
words of each concept contained in your request: 



298 Cooperative Interfaces 

IR-NLI > C. 1 document retrieval 

user > none 

IR-NLI > C.2man-machinesystems 

user > none 

IR-NLI > Please, supply any particular pOint of view or specific aspect to 
take into account (design, performance, reliability, security, 
... ) 

user > design criteria 

IR-NLI > For each concept please specify the degree of relevance to the 
search (score from 1 to 10) 

IR-NLI > C. 1 document retrieval 

user > 10 

IR-NLI > C.2man-machinesystems 

user > 10 

IR-NLI > C. 3 design cri teria 

user > 3 

PRESEARCH-INTERVIEW terminates as usual when all the possible slots of 
the PIR are filled with data provided by the user. Control is given back to MAIN 
which activates task APPROACH-SELECTION. 

Task FILL-IN is then activated in order to access the OKB. It produces the 
following PIR: 

concepts: name=C.1 
term = document retrieval 
PC=3175 
GL=7 
CT=N 
01=10 

name=C.2 
term = man-machine systems 
PC=512 
GL=8 
CT=N 
01=10 

name=C.3 
term = design criteria 
01=3 
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search-logic: (AND C.l C.2 C.3) 

limitations: language = English 
treatment = practical 

output: format = full format 
list = sorted by year in ascending order 
mode = online display 

objective: high-precision 

PC = 11504 
GL = 9 
CT = N 

PC=8319 
GL = 8 
CT = Y 

UF 

know 1 edge based 

sys terns 

PC = 915 
GL = 6 
CT = N 

RT 

PC = 512 
GL = 8 
CT = N 

NT 

PC = 7121 
GL = 8 
CT = Y 

RT 

decision support 
systems 

PC = 718 
GL = 6 
CT = N 

Fig. 5. OKB fragment around the term MAN-MACHINE SYSTEMS 
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Successively other domain rules, devoted to the choice of the approach, are 
matched against the current PIR. In particular, the following rule is executed: 

012-06 (0.9) 
IF all concepts have loose connection with OKB 
THEN activate CITATION-PEARL-GROWING. 

By the expression loose connection we mean that the number of arcs in the OKB 
leaving the node representing a concept is low (bounded by a constant). This 
corresponds to the situation arising when the intermediary is poorly acquainted 
with the subject proposed by the user, and decides to follow the CPG approach. 

The parts of OKB relevant in this context are shown in Fig. 5 and 6. 
With the execution of rule 012-06, the task CITATION-PEARL-GROW­

ING is activated. The goal of this task is to enlarge, when possible, the current 
PIR by trying tasks such as PARALLEL, GENERALIZE, SPECIFY, etc., and 
afterwards performing a first tentative search. 

The results are collected and presented to the user who will choose interest­
ing citations. Task CITATION-PEARL-GROWING will cease to exist when the 
number of concepts so discovered exceeds a threshold value. 

However, since the CPG approach has been selected because of a 'poor' 
OKB, the results of CITATION-PEARL-GROWING are not expected to be 
very effective, leading only to a limited increase of terminology. 
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Fig. 6. DKB fragment around the term DOCUMENT RETRIEVAL 
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In fact, only two terms are found (bibliographic search, expert systems) and 
are later inserted in the PIR as is shown below: 

concepts: name=C.1 
term = document.retrieval 
PC=3175 
GL=7 
CT=N 
DI=10 
derived = C. 4 

name=C.2 
term = man-machine. system * 
PC=512 
GL=8 
CT=N 
DI=10 
derived = C. 5 

name=C.3 
term = design. criteria 
DI=3 

name=C.4 
term = bibliographic.search 
PC=2314 
GL=6 
CT=Y 

name =c. 5 
term = expert. system * 
PC=8314 
GI=7 
CT=Y 

search-logic: (AND (OR C.1 C.4) (OR C.2 C.5) C.3) 

limitations: language = English 
treatment = practical 

output: format = full format 

objective: 

list = sorted by year in ascending order 
mode = online display 

high-precision 

search-mode: free-text 

CITATION-PEARL-GROWING now activates the task SEARCH, resulting in 
the following search strategy: 
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1. FIND DOCUMENT. RETRIEVAL 
2. FIND BIBLIOGRAPHIC. SEARCH 
3. FIND S=l OR S=2 
4. FIND MAN-MACHINE.SYSTEM* 
5. FIND EXPERT.SYSTEM* 
6. FIND S=4 OR S=5 
7. FIND DESIGN. CRITERIA 
8. FIND S=3 AND S=6 AND S=7 
9. LIMIT S=8/LANG=ENGLISH 

10. LIMIT S=9/TREAT=PRACTICAL 
11. PRINT Fl 

Such a search strategy is entered to the information retrieval system and the re­
sults are collected. This causes the termination of SEARCH, which in tum leads 
to the termination of both CITATION-PEARL-GROWING and APPROACH­
SELECTION. MAIN activates then task RESULT-EVALUATION that will 
help the user in the evaluation of the documents extracted from the data base. 
From these documents the user can identify some new pertinent terms and 
meaningful citations. The following piece of dialogue supports the user in this 
job: 

IR-NLI > Are you satisfied of the documents I just presented? 

user > not completely 

IR-NLI > Did you find anything interesting in the above listed docu­
mentes)? 

user > yes 

IR-NLI > Do you think you have to reformulate your request? 

user > no 

IR-NLI > Then, for each concept, give me please some new key-words and/or 
synonyms: 

IR-NLI > C. 1 document retrieval 

user > information search 
fact retrieval 

IR-NLI > C.2man-machinesystem 

user > natural language processing 
expert interfaces 
cooperative interfaces 

FILL-IN is again activated by RESULT-EVALUATION and extracts new in­
formation from the DKB, yielding the following PIR: 
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name=C.l 
term = document.retrieval 
PC=3175 
GL=7 
CT=N 
01=10 
related = C. 6 C. 7 
derived = C. 4 

name=C.2 
term = man-machine.system * 
PC=512 
GL=8 
CT=N 
01=10 
related=C.8 C.9 C.l0 
derived = C. 5 

name=C.3 
term = design. criteria 
01=3 

name=C.4 
term = bibliographic.search 
PC=2314 
GL=6 
CT=Y 

name=C.5 
term = expert.system* 
PC=8319 
GL=7 
CT=N 

name=C.6 
term = information. search 
PC=3128 
GL=8 
CT=N 

name=C.7 
term = fact.retrieval 

name=C.8 
term = natural.language.process* 
PC=3108 
GL=8 
CT=Y 
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name=C9 
term = expert.interface* 

name=Cl0 
term = cooperative.interface* 

search-logic: (AND (OR Cl C4 C6 C 7) 
(OR C2 C.S C8 C9 C.l0) 
C3) 

limitations: language = English 
treatment = practical 

output: format = full format 
list = sorted by year in ascending order 
mode = online display 

objective: high-precision 

search-mode: free-text 

RESULT-EVALUATION returns control to MAIN. The system now evaluates 
the termination predicate of MAIN, which results to be false, due to the previous 
dialogue with the user. The system is therefore again in the initial state, firing 
thus the domain rule 001-01. This will activate first task PRESEARCH-INTER­
VIEW, that will not lead to any effect since the PIR is already expanded, and, 
second, APPROACH-SELECTION. This task will find the PIR suitable for the 
selection of building block approach, and henceforth, operations will continue 
in a way analogous to the preceding example. 

7 Learning as a Tool for Improving Interface Capabilities 

As in all of the fields where intellectual activity is involved, a real expert in the 
area of expert interfaces and, more specifically, intelligent information retrieval 
should be able to acquire new knowledge without an enormous effort by refining 
his skill through experience. Both of these capabilities belong to the sphere of 
learning [CARB83 a, CARB83 b], but they are featured by quite different issues 
and mechanisms: 

- the knowledge acquisition process allows the expert system to directly and au­
tonomously acquire new knowledge from the outside world, generally ex­
pressed in a form which is different from that which it uses internally. This re­
quires that the knowledge acquisition process includes a kind of knowledge 
compilation from an external form to an internal one. Moreover, knowledge 
acquisition requires the basic capability of estimating the value of available 
knowledge and its potential usefulness, in order to choose the pieces of knowl­
edge which are worth to be acquired. 
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- the skill refinement capability allows the expert to improve its performance 
with experience. Usually, in human experts, experience gathering is a natural 
consequence of practice, and leads to the indirect acquisition of new meta­
knowledge that can be used either to improve efficiency in doing routine jobs 
or to discover effective strategies for addressing new tasks. 

None of the above capabilities is present in IR-NLI. Knowledge acquisition 
does not take place automatically, as the system cannot acquire new knowledge 
by itself: knowledge can only be inserted by the designer by directly loading it. 
Moreover, the lack of any skill refinement capability makes IR-NLI perfor­
mance quite limited: its behavior is fixed by the designer and its performance 
can not improve with use. 

Of the two limitations mentioned above, the latter is far more important. In 
fact, while the first deals with the acquisition of domain knowledge, the second 
basically concerns the acquisition of new meta-knowledge, which is much more 
difficult to elicit and can hardly be represented in a fixed complete way at the 
moment of system design. 

The extension of the capabilities ofIR-NLI (more specifically of the reason­
ing module) to include some skill refinement capability can focus on three basic 
issues: 

1. improving system efficiency in addressing situations already faced in the past; 
2. improving system efficiency in addressing situations similar to other ones al­

ready solved in the past; 
3. improving system capability of facing new critical situations, i. e., that cannot 

be solved by means of usual reasoning mechanisms. 

All of the issues require that the history of the system operation is stored in a 
long-term memory, which can be structured as a sequence of records, each one 
representing a situation, the solution adopted, and an evaluation of the resulting 
performance. This knowledge is already available in the current organization of 
the reasoning module (namely: the PIR, the sequence of task activations, and the 
evaluation supplied by the user). It only needs to be appropriately represented 
and stored. 

Once the history of the system is available, the implementation of the above 
learning capabilities will depend on the different ways in which this knowledge 
can be used. 

The first kind of learning only requires matching capabilities between the current 
situation and those stored in history records. If past cases are found to be identi­
cal to the present one (i. e., having the same PIR structure: number of concepts, 
attributes, relations, objectives, etc. - clearly not the same content) and to have a 
positive performance value, its solution is simply extracted from the history re­
cord and directly utilized. 
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The system does not improve its performance (i. e., ability to face and solve 
search problems) but can save search effort and, therefore, it can be more effi­
cient. In other words, it provides the same performance it would have produced 
anyway, without re-inventing a new one, but simply recalling it from memory. 

The second kind of learning requires far more skilled capabilities. First of all, the 
system must be capable of managing partial matching, in order to retrieve from 
the history situations similar to the current one with a positive performance val­
ue. Once such a record is found, the system has to apply some transformation in 
order to adapt the solution of the history case to fit the present one. In doing this, 
it must carefully take into account the difference that partial matching has 
shown between the present and the past case. If the transformation fails, the 
search for other similar cases in the history has to be continued. 

Similarly to the previous case, the system does not improve performance, but 
only tries to be more efficient. This issue clearly depends on the assumption that 
partial matching plus transformation require less effort than the searching 
needed to face the current situation anew. We note that this kind of learning, al­
though generally much more costly than the first kind, offers a basic advantage: 
not only can it contribute to the effective solution of the current situation, but it 
provides a new meaningful record to be included in the history for possible fu­
ture use. Therefore, it produces new experience. 

The third kind of learning refers to a still more ambitious capability. Similar to 
the previous case, the system retrieves from the history a set of cases similar to 
the current one, but for none of them a transformation can be successfully ap­
plied. The system has to resort, in this case, to a synthesis capability. Taking into 
account the results of partial matching, the system first decomposes the situa­
tions and solutions of the similar cases, extracted from the history, into a collec­
tion of situation-solution fragments. It then selects a subset of fragments which 
are expected to be relevant to the solution of the current situation, and tries to as­
semble the chosen solution fragments into a new solution. This kind of learning 
is generally very expressive and can be applied only in critical situations where 
usual reasoning mechanisms fail. The central issue here is not improving effi­
ciency, but providing a new performance, and, therefore, substantially contribut­
ing to the extension of system capabilities and experience. 

It is worth noting that the history stored in the long-term memory, usually gath­
ered during system operation, can also be provided directly by human experts as 
a collection of meaningful cases. This provides a very interesting way of instruct­
ing the system, without the need for explicitly eliciting, structuring, and repre­
senting meta-knowledge. 

The three cases of learning discussed above all rely on the direct use of expe­
rience, and do not provide any kind of real acquisition of new meta-knowledge. 
They enable the system to use knowledge on past cases effectively whenever ap­
propriate to face specific situations, but they do not change its general mode of 
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operation. In other words, they can derive from experience new skill, useful in a 
particular case, but they do not perform any substantial amount of induction to 
derive from this specific skill rules of general concern. 

Therefore, these three cases of learning may be viewed as a first step towards 
a more ambitious kind of learning. This would enable the system to elicit the 
general aspects of the specific situations it encounters during operation, and to 
code them into new knowledge structures, usable directly in future operation 
without the need of resorting to the history. 

Inductive learning [MICH83] can be quite naturally implemented in IR-NLI 
through a mechanism that can manipulate tasks. The basic operations it must be 
able to perform on tasks include: 

- Rejinement:from an existing task new more definite (and, generally, less non­
deterministic) tasks are generated, which apply to a smaller number of specific 
situations; 

- Composition: two or more tasks are merged to form a single larger task; 
- generalization: conditions for activation of a task are made less restrictive, so 

that the task applies to a larger number of situations; 
- Aggregation: rule that are usually applied in sequences within a task are com­

posed into a single larger rule (or task), thus reducing non-determinism of task 
execution; 

- Creation: a new task is constructed by the system. 

Note that the above operations generally involve not only the task which they 
apply to, but also all related tasks that refer to it through the directive 'activate', 
as, generally, new tasks require new activation conditions. 

Presently, little experimentation with the first three kinds of learning has 
been carried out, while implementation of inductive learning has only been 
planned as a future activity. 

8 Conclusion 

In this chapter, we have addressed two main issues; the definition of the new 
concept of expert interface, and the design of a specific rule-based reasoning 
mechanism, centered on the notion of task, suitable to model the behavior of an 
intelligent intermediary. 

These concepts have been practically evaluated in the development of the 
IR-NLI prototype for intelligent information retrieval, that is presently running 
on a V AX-111780 (written in Franz LISP). The experimental work carried out 
with IR-NLI has revealed several directions for future work. In addition to the 
major issue of learning already discussed in the previous section, we mention 
here three basic topics. 
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A first point concerns the study of a possible enrichment of the DKB with se­
mantic relationships embedding world knowledge on the subject domain. Such 
an extension of the D KB, which presently only contains a few basic terminologic 
relationships between terms, can be the basis for a more skilled concept analysis 
and a better elicitation of the information needs of the user. The adoption of a 
simple kind of semantic net (comprising entities, attributes, and relationships) 
has already been attempted, and seems promising in several critical situations 
where the user is not a specialist of the subject domain and can express his needs 
only in a naive and poorly specific way. 

A second topic which is partially connected to the extension of the DKB above 
discussed, deals with the possibility of computing, for each retrieved document, 
a relevance factor. This should express how close to the information needs of the 
user a document is expected to be. Relevance factors can serve two purposes: 

- supporting the user in evaluating the results of a search; 
- offering the user the possibility of constraining the search by specifying a 

range of acceptable relevance factors for the desired documents. 

The design of a mechanism for the computation of relevance factors poses sever­
al non-trivial problems and requires precise modeling of such concept as infor­
mation needs and relevance of a document, that directly refer to the foundations 
of document indexing and retrieval. 

A last issue concerns the extension and generalization of the task mechanism, 
which has been designed to meet the specific requirements of an expert inter­
face, but embodies several concepts about representation and use of meta­
knowledge that can be the basis for a wider study. A preliminary work in this di­
rection [GUID84] has produced a first outline of a novel expert system 
architecture supporting a generalization of most of the features of the task mech­
anism. 
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