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Abstract. Several recommender systems have been proposed in the lit-
erature for adaptively suggesting useful references to researchers with
different interests. However, in order to access the knowledge contained
in the recommended papers, the users need to read the publications for
identifying the potentially interesting concepts. In this work we propose
to overcome this limitation by utilizing a more semantic approach where
concepts are extracted from the papers for generating and explaining
the recommendations. By showing the concepts used to find the recom-
mended articles, users can have a preliminary idea about the filtered
publications, can understand the reasons why the papers were suggested
and they can also provide new feedback about the relevance of the con-
cepts utilized for generating the recommendations.

1 Introduction

Reading scientific literature is a critical step for conceiving and developing sci-
entific projects, but finding appropriate literature for scientific researches is still
an expensive task. Recommender systems have been also utilized to support
researchers since these tools can filter information according to the personal in-
terests of the users. However, by just filtering a list of scientific papers, current
systems provide only a basic support to the user (a list of potentially relevant
papers), whereas it would be much more useful to highlight in the recommended
paper concepts and knowledge relevant for the user. As a consequence, such ap-
proach still leaves a lot of work to the user who both (i) has to read the paper in
order to identify the main concepts in the recommended paper and (ii) cannot
understand why the paper is actually recommended to him. On the other hand,
we claim that more semantic approaches can be integrated for overcoming these
drawbacks and, in particular, in this paper we use keyphrases (KP) for: model-
ing the user interests, computing the utility of a resource for a user, explaining
the recommendations, and collecting feedback from users in a quite unobtrusive
way.

A keyphrase is a short phrase (typically constituted by one to three/four
words) that indicates one of the main ideas/concepts included in a document.
A keyphrase list is a short list of keyphrases that reflects the content of a single
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document, capturing the main topics discussed and providing a brief summary
of its content. In this work, a user profile is built by exploiting the keyphrase
lists extracted from the papers which are relevant to a specific user. Then, in
order to compute the relevance of a new article, the user profile is matched with
the keyphrase list extracted from that article. More interestingly, the explicit
representation of the scientific papers is used for explaining why the system rec-
ommended the documents by showing: (i) the keyphrases which are both in the
user model and in the paper and (ii) other keyphrases found in the document
which are not yet stored in the user model but can support the user in un-
derstanding/evaluating the new paper. The explanation of recommendations by
means of keyphrases produces several benefits. First of all, the user satisfaction
can be increased since explanations save his time: the user is not forced to read
the entire document in order to catch the main contents of the paper. The trust
of the users in the system can be increased as well since, by showing the rec-
ommended concepts, the user can better understand the criteria utilized by the
system for computing the recommendations. Finally, by showing the concepts
available in the user model as well as in the recommended papers we provide a
simple way to the user for refining his interests: the user can decide to add a new
concept to his profile or decrease (or even cancel) the relevance of a concept.

The paper is organized as follows: Section 2 reviews related work, the proposed
approach is illustrated in Section 3, the evaluation performed so far is described
in Section 4, and Section 5 concludes the paper.

2 Related Work

Several recent works focused on filtering relevant publications from huge col-
lections of papers by exploiting both collaborative filtering approaches [3] and
content-based mechanisms [4]. However, as shown in [1], improving the accu-
racy of the recommendation is not the only goal of researchers who work on
scientific paper recommendation. In fact, the access to the knowledge stored in
the recommended papers can be simplified by providing new services for ac-
cessing recommendations, new navigational interfaces, and new visualizations
techniques. By following this research directions, in this paper, we propose a
mechanism where the recommendations of scientific papers are explained to the
users by showing the main concepts which are in the recommended publications.
There is actually a growing interest on explanation of recommendations since,
as showed by Zanker, explanations are essential to increase the users satisfac-
tion [7]. The impact of explanations is also shown in [5], where the authors also
provide a taxonomy of explanations by identifying three explanation styles: (i)
the human style which provides explanations by showing similar users, (ii) the
item style where similar items are reported as explanation (iii), and the feature
style where the main features of the recommended items are shown. In our work,
relevant concepts are extracted from scientific publications for both generating
the recommendations and providing feature style explanations. The idea of rep-
resenting the interests of researchers as concepts extracted from publications
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was also proposed in [2], where the authors train a vector space classifier in
order to associate terms (i.e. unigrams) to the concepts of the ACM Comput-
ing Classification System (CCS). The hierarchical organization of the CCS is
used to represent user interests and documents as trees of concepts which can be
matched for producing recommendations. Our approach, on the other hand, does
not need a training phase since we adopt more sophisticated NLP techniques for
identifying relevant concepts (i.e. keyphrases constituted by n-grams) included
in the papers. Since n-grams provide a more significant and detailed descrip-
tion of the ideas reported in publications, we use them in order to generate the
explanation.

3 Recommendation and Explanation by Using
Keyphrases

In order to support our claims we developed a recommender system, named
Recommender and Explanation System (RES ), which is aimed at supporting re-
searchers by adaptively filtering the scientific publications stored in a database
called SPC (Scientific Paper Collection). Each paper uploaded in the SPC is pro-
cessed by using the Dikpe KP extraction algorithm (described in [6]) in order to
represent each paper as a set of KPs. Given a paper, Dikpe extracts from it a
list of keyphrases where each KP has a weight (called Keyphraseness) that sum-
marizes the several lexical and statistical indicators exploited in the extraction
process. Higher is the Keyphraseness, more relevant is the KP.

Keyphrases are used to represent documents as well as to model user inter-
ests. More specifically, user models and documents are represented by a network
structure called Context Graph (CG). For each document stored in the SPC, a
CG is built by processing its KP list. User profiles, on the other hand, are ob-
tained by collapsing the CGs built for the documents marked as interesting by
the user (as shown in Figure 1) and, possibly, enriched with other KPs gathered
via relevance feedback.

Fig. 1. Document content model and user profile construction

CGs are built by taking into account each single term belonging to each KP:
each term is represented by a node of the graph and if two terms belong to the
same KP their corresponding nodes are connected by an arc. Both nodes and
arcs are assigned a weight which is the normalized sum of the Keyphraseness
values associated to each KP containing the corresponding terms (such values
are computed by the KP Extraction module). Heavy KPs will generate heavy



Personalized Access to Scientific Publications 299

nodes and arcs; term occurring in several KPs will generate heavy nodes and
heavy arcs denoting frequent associations. Terms that never appear together
in a KP won’t have any direct link, but, if used together in the same context,
may be connected indirectly, through other nodes, allowing the system to infer
implicit KPs: for example the KPs “Markov alignment” and “hidden alignment”
produce arcs that make possible the matching of the “hidden Markov alignment”
KP. Finally, terms and phrases that are not used in the same context, won’t be
connected, creating isolated groups in the CG. Breaking KPs and then organizing
terms in such a structure allows us to build, for each term, a meaningful context
of interest, making it possible to disambiguate polysemic words in a better way
than by matching phrases. Recommendations are provided to the users in three
steps, as shown in Figure 2: Matching/Scoring, Ranking, and Presentation.

Fig. 2. The three steps of the recommendation process

In the first step every document in the SPC is matched against the user model
by calculating the following parameters: Coverage (C), Relevance (R) and Simi-
larity (S). C is the count of shared nodes between user and document CG, divided
by the number of nodes in the document CG; by default, documents under a
10% coverage threshold are discarded, since the shared nodes are not enough for
a meaningful ranking. R is the average TF-IDF measure of shared terms. S is the
sum of the weights of shared arcs divided by the sum of the weights of all arcs
occurring between shared nodes in the user CG. This last parameter is intended
to assess the overlap between the two CGs and to measure how relevant are the
shared arcs. In this way, each document is considered a point in a 3-dimensional
space where each dimension corresponds to one of the three above parameters. In
the Ranking phase, the 3-dimensional space is subdivided into several subspaces
according to the value ranges of the three parameters, identifying in such a way
different regions in terms of potential interest for the user. High values for all
three parameters identify an excellent potential interest, while values lower than
specific thresholds decrease the potential interest. Five subspaces are identified
from excellent to discarded and each document is ranked according to where its
three-dimensional representation is located. Being the system an experimental
testbed, such threshold values have been manually tuned. Finally, in the Pre-
sentation step, documents are sorted by descending ranking order and the top
ones are suggested to the user. Recommendations are presented as a ranked list
of documents where the top items are those that better match the user profile.
For each document two keyphrase (KP) lists are presented to the user: (i) KPs
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Fig. 3. Recommendation screenshot

appearing in both the user profile and in the document and (ii) relevant KPs
present in the document but not in the user profile. This information, shown
in Figure 3, serves two goals: it briefly explains why a document was recom-
mended by highlighting its main concepts and, secondly, it offers the user a way
to provide relevance feedback on the concepts extracted from each article.

4 Evaluation

In the first development stage of the system, we have performed a limited num-
ber of formative tests, mainly aimed at exploring different system tunings. A set
of over 300 scientific papers dealing with Recommender Systems and Adaptive
Personalization was collected and classified according to 16 topics. Later, 200
uncategorized documents dealing with several random ICT topics were added
in order to create noise in the data and the whole set was processed, generat-
ing a test SPC. 250 user profiles were automatically generated for each one of
the 16 topics using groups of 2, 4, 6, and 10 seed documents respectively; then,
for each user profile, RES and a baseline reference system (ad-hoc developed)
based upon the well-known and established TF-IDF metric, produced the 10 top-
recommended items. For each recommendation, every recommended item dealing
with the same topic as the seed document was considered a good recommenda-
tion. We have defined the accuracy as the number of good recommendations over
the total recommended items, and averaging the accuracy values. Results gath-
ered so far are very promising since RES outperformed the baseline mechanism
when the user profile was built by using 2 seed documents (RES accuracy=0.57,
baseline accuracy=0.42), 4 seed documents (RES accuracy=0.66, baseline ac-
curacy=0.53), 6 seed documents (RES accuracy=0.70, baseline accuracy=0.55),
and 10 seed documents (RES accuracy=0.72, baseline accuracy=0.60). Future
evaluations will address the quality and the impact of the produced explanations.
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5 Conclusion

By just filtering collection of papers, state-of-the-art recommender systems still
leave a heavy work to researchers who have to spend efforts and time for ac-
cessing the knowledge contained in scientific publications. This issue is faced in
this paper, where we propose a mechanism where concepts are automatically
extracted from papers in order to generate and explain recommendations.

According to our first experiments the extraction of concepts can produce ac-
curate recommendations and, at the moment, we are evaluating the effectiveness
of the explanations in an on-line evaluation scenario, exploiting the system to
filter CiteSeer query results. Future works will also use domain ontologies for
identifying concepts/explanations by following the approach described in [6]. Fi-
nally, we will also address the possible advantages of utilizing our ideas in other
scenarios such as news recommendations.
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