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Abstract. In 2015, we introduced a novel knowledge extraction frame-
work called the Distiller Framework, with the goal of offering the research
community a flexible, multilingual information extraction framework [3].
Two years later, the project has significantly evolved, by supporting
more languages and many machine learning algorithms. In this paper
we present the current design of the framework and some of its applica-
tions.
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1 Introduction

Today digital document archives contain a tremendous amount of documents of
various types, such as books, articles, papers, reports etc. Therefore, there is a
urgent demand for adequate tools to semantically process documents in order
to support the user needs. Based on this demand, in this paper we present the
current state of the Distiller framework, an open source information extraction
framework developed in the Artificial Intelligence Laboratory of the University of
Udine. The Distiller framework allows annotating any document with linguistic,
statistical, semantic or any kind of information.

We present the history of the framework and related research in Section 2;
in Section 3, we describe the design of the framework; then, in in Section 4, we
explain how to download and run the Distiller. In Section 5, we briefly present
research performed using the Distiller framework in the fields of Keyphrase Ex-
traction and Named Entity Recognition in the biomedical domain. Finally, Sec-
tion 6 presents the challenges that we will have to face in the future for continuing
the development of the framework.

2 Related Work

The roots of the Distiller framework are in the Automatic Keyphrase Extraction
(herein AKE) system DIKpE [19]. Originally, the system was part of a content



recommendation framework, and performed AKE using five features and heuris-
tically selected weights. Later, [10] and [11] extended the approach, offering the
possibility of inferring keyphrases not contained in the original document and
of processing documents in Italian as well. However, the software used in these
projects was adapted using a series of ad-hoc solutions, hence becoming difficult
to maintain and to further extend with new functionality. For these reasons,
we introduced the Distiller framework in [3], with the goal of building a more
maintainable system which could be also used for tasks different than AKE.

Other open source KE systems exist in academia. KEA [24], one of the first
AKE algorithms, is available online as open source software1, but the project
seems abandoned since 2007. A free implementation of the RAKE [21] algorithm
is available online as well2, but with little or no possible customization. PKE
[8] is an open source3 implementation of many KE algorithms, such as KEA,
TopicRank [9], WINGNUS[16] and others. However, it is focused on keyphrase
extraction only and it cannot be used for other NLP tasks. The MAUI software4

seems the closest system to the Distiller framework, offering an open source
implementation of an improved version of the KEA algorithm and algorithms
for Named Entity Recognition or Automatic Tagging [15]. However, many of
these features are only available buying a commercial license, and the end user
is left with no or little possibility of customizing the pipelines.

3 Design

The Distiller framework has been developed in Java 8, due to the robustness of
the language, its strong object-oriented paradigm, and due to the availability
of a large number of NLP and machine learning tools already available for this
language, such as the Stanford CoreNLP library [14], Apache OpenNLP5, Weka
[22], and others. Moreover, Java gives the possibility of writing wrappers to other
software, for added flexibility. Many already available wrappers are developed
by the open source community, like e.g. for generic tools like R or Matlab, or for
specielized tools like e.g. CRFSuite [17].

The design of the framework is somewhat similar to the Stanford CoreNLP
system [14]. In fact, like in Stanford CoreNLP, we offer the possibility to an-
notate the text with a sequence of Annotator objects. When the developer of
an information extraction pipeline is working with the Distiller, he will mainly
work using the following classes of the framework:

DocumentComponent: this class represents a unit of information within a doc-
ument. Such unit may be a chapter, a paragraph, a sentence, or just the
whole document. It is designed using the Composite pattern [12], where

1 http://www.nzdl.org/Kea/download.html
2 https://github.com/aneesha/RAKE
3 urlhttps://github.com/boudinfl/pke
4 https://github.com/zelandiya/maui
5 http://opennlp.apache.org
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Fig. 1. The high-level architecture of the framework. The workflow is the following:
first, the document is written on the blackboard. Then, a sequence of Annotators
annotate the document, eventually using previously produced annotations. When all
annotators finish their job, the produced annotations are returned as output. In this
case, we put some example annotators used for Keyphrase Extraction.

the composite object (sentence, chapter, section...) is represented by the
DocumentComposite class and the smallest component is represented by the
Sentence class, which is in turn an aggregation of Tokens.

Blackboard: this is the class that contains the original document and that
will contain all the information produced by the pipeline. It consists of a
pointer to the root DocumentComponent of the document and a dictionary
of Annotations that can be filled at according to the specific application
considered.

Annotation: the class that represents an annotation. It can be added to the
Blackboard or any Annotable object. Example of Annotable objects are
any DocumentComponent, Tokens, Grams, etc.

Annotator: an abstract class that has to be extended by any class that pro-
duces Annotationss. An Annotator can be a part-of-speech tagger, it can
count the occurrences of a word in a document, it can call an external knowl-
edge base (e.g. Wikipedia) to get more information, it can be a machine
learning algorithm, and so on.

Figure 1 shows an example workflow using the Distiller framework, applied to
the case of the Keyphrase Extraction task. In this case, the annotators contained
in the pipeline will perform the following operations:

1. Language detection: first, they detect the language of the document;



2. Low-level NLP: then, they perform low-level NLP operations on the doc-
ument, such as tokenization, part-of-speech tagging, stemming, and so on;

3. Candidate Generation: using the information produced in the previous
step, they generate the candidate keyphrases that match certain part-of-
speech patterns [19, 2];

4. Candidate Annotation: they annotate the candidate keyphrases with in-
formation from different knowledge domains, such as statistics (e.g. number
of occurrences of the candidate, length of the candidate, . . . ), linguistics
(number of nouns in the candidate [19], anaphors that have the candidate
as antecedent [2], . . . ), or from external knowledge (e.g. Wikipedia [3]), and
so on;

5. Candidate Scoring: they score the candidates using the annotations pro-
duced in the previous steps. The score can be calculated using simple, hand-
crafted techniques [19, 3] or using machine learning algorithms [2].

Some annotators are already provided out-of-the-box. For example, we pro-
vide two wrappers for Stanford CoreNLP and Apache OpenNLP that offer sen-
tence segmentation, word tokenization, and part-of-speech tagging in many lan-
guages (see Section 5), a wrapper for the Porter’s stemmer algorithm [18], a
module that calculates statistical information about n-grams contained in the
document, and so on.

4 Obtaining and running the Distiller Framework

Distiller is available as an open source project under the GPLv2 license, and it
is available online at https://github.com/ailab-uniud/distiller-CORE.

After building it with Maven, it is possible to run the keyphrase extraction
pipeline described in Section 3 by writing the following code:

S t r ing document = . . . // load the input document
D i s t i l l e r d = d i s t i l l e r = D i s t i l l e r F a c t o r y .

loadFromPackagedXML (” p i p e l i n e s / defaultKE . xml ” ) ;
Blacboard b = d . d i s t i l l ( document ) ;
Co l l e c t i on<Keyphrase> keyphrase =

b . getGramsByType ( Keyphrase .KEYPHRASE) ;

This code will load the default keyphrase extraction pipeline, run it, and store
the results in the keyphrase variable. Please note that the defaultKE pipeline
requires R installed on the system; alternatively, one can run the implementation
of [19], called fastKE, which does not need any additional software.

5 Applications

Since the beginning of the development of the framework we immediately started
to use it in actual research tasks, in order to gain experience about the challenges
that developers face in designing tools for the academic world. We actually claim



that the flexibility of the Distiller framework, together with its easy customiz-
ability, make it an ideal testbed for exploration and for R&D activities.

The following list summarizes the mayor applications and research activities
carried out so far in the Artificial Intelligence Laboratory of the University of
Udine with the Distiller framework.

Putting More Linguistic and Keyphrase Extraction

We successfully used the Distiller framework to demonstrate the possibility of
extracting better keyphrases using more linguistic knowledge than in the classic
statistics based approaches [2]. In particular, we exploited the field of Anaphora
Resolution (herein AR), obtaining an improvement in performance when adding
AR-based information to the KE task. To obtain this result, we used the AR ca-
pabilities of the Stanford CoreNLP library to develop two pipelines: one pipeline
that replaced anaphors with their antecedents, and one that used AR-based
Annotators and Annotations to score the keyphrases.

Multilinguality and Keyphrase Extraction

We implemented a five-language keyphrase extraction pipeline, capable to pro-
cess documents in English, Arabic, Portuguese, Romanian and Italian [5]. How-
ever, we had training data only for English and Arabic. Thus, to prove the
effectiveness of our approach, we trained a machine learning algorithm over the
two languages for which we had training data and tested it on custom collected
datasets in all five languages. The results show that, even if trained and tested
over different languages, the statistical approach of keyphrase extraction is still
effective.

Entity Recognition in the Biomedical Domain

We used the Distiller for entity recognition and linking in the biomedical domain
as well [4], demonstrating its flexibility. In this work, Distiller was used along On-
toGene [20], a text mining framework developed by the University of Zurich, in
order to build an hybrid dictionary based - machine learning system for detection
and linking of technical terms in the biomedical domain. The system, based on
Conditional Random Fields, obtained promising results on the CRAFT corpus,
with increased F1-Score when compared to the current state-of-the art systems.

6 Conclusions and Future Work

In the last years, Deep Learning (abbrv. DL) techniques are attacking “classi-
cal” machine learning approaches in many fields, outperforming them in many
tasks. For example, in the Machine Translation domain, the WMT 2016 task
saw a surge of Neural Machine Translation systems, which vastly outperformed



the syntax-based systems presented in the previous edition [6, 7]. The same hap-
pened in the ImageNet competition, where the introduction of DL techniques
brought the error rate down to 3,6% from the previous, pre-“Deep Learning
era” 26,1% state-of-the art [13]. DL approaches also improved the state of the
art in many other fields, such as speech recognition and image segmentation,
and are currently regarded of obtaining “superhuman” performance in traffic
sign classification [13].

DL techniques have been developed also for AKE [25], Named Entity Recog-
nition [23], and many other NLP tasks with very promising results. This will
prove a challenge for systems designed to be knowledge-based like the Distiller
framework. However, there are tasks where the “classic” knowledge-based ap-
proach is still dominant, as NER and Concept Recognition in specialized fields,
due to the need of binding concepts to specialized ontologies [4]. In these cases,
where algorithms need to take into account rare words that DL models often fail
to recognize, we believe systems like the Distiller still has much to offer to the re-
search community. In addition we believe that, due to the extensible framework
architecture of Distiller, our system will continue to be useful in the future, e.g.
by integrating deep learning libraries inside it. For example, the popular Ten-
sorflow [1] library offers Java APIs, so it would be easy to integrate it in our
system. In the future, our goal is to use the Distiller framework to develop an hy-
brid approach for AKE, which takes into account both the “classic” supervised
features, along with the new, DL based techniques.
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