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Abstract-The issue of exploiting user modeling techniques in the framework of coop- 
erative interfaces to complex artificial systems has recently received increasing attention. 
In this paper we present the IR-NLI II system, an expert interface that allows casual users 
to access online information retrieval systems and encompasses user modeling capabil- 
ities. More specifically, an illustration of the user modeling subsystem is given by describ- 
ing the organization of the user model proposed for the particular application area, 
together with its use during system operation. The techniques utilized for the construc- 
tion of the model are presented as well. They are based on the use of stereotypes, which 
are descriptions of typical classes of users. More specifically, they include both declarative 
and procedural knowledge for describing the features of the class to which the stereo- 
type is related, for assigning a user to that class, and for acquiring and validating the 
necessary information during system operation. 

I. INTRODUCTION 

The development of cooperative user interfaces for supporting information retrieval sys- 
tems has become a well-defined research and application field. It comprises both traditional 
systems, including menu-driven interaction, extensive online help, and keyword recogni- 
tion and extraction-consider, for example, the work of Marcus [1,2] and Doszkos and 
Rapp [3] -and more advanced interfaces based on artificial intelligence techniques. This 
class includes, among others, the work of Pollitt [4-61, the systems developed by Croft and 
Thompson [7] and by Defude [8,9], and the IR-NLI interface designed and implemented 
by the authors [lo-121. 

From a general viewpoint, the design of an expert interface to an information retrieval 
system encompasses two major tasks: 

l How to overcome the linguistic gap between the user and the system. 
l How to support the user at the conceptual level in the analysis of his information 

needs, in the formulation of an appropriate search strategy, and in the evaluation 
of the obtained results. 

These issues, in turn, pose several technical problems, which include: 

l Natural language understanding and dialogue management. 
l Representation of subject knowledge in the domain of the search (including avail- 

able data bases, their content, terminology and organization). 
l Representation of technical knowledge about information retrieval (session struc- 

ture, query language, techniques for strategy construction). 
l Elicitation and representation of the intermediary’s skill and expertise. 
l Design of appropriate problem-solving methods for knowledge processing and infer- 

ence management. 
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All these topics have been dealt with by the authors in the last years in the frame of the 

IR-NLI (Information Retrieval-Natural Language Interface) project, uhich has produced 

a prototype system (written in LISP and running on a SUN-2 uorkstation) devoted to sup- 
port end users in accessing a data base on computer science (operating systems). During 
experimentation with this prototype, it became apparent that a major bottleneck of IR-NLI 
is the lack of capability of adapting its behavior to different types of users. IR-SLI embod- 
ies a fixed implicit model of a typical user of an information retrieval system. and it is 

unable to recognize and take into account the specific characteristics of each individual 
user. Naive users, users with specific background in the search domain, nevvcomers, and 
very experienced users are all treated the same uay. 

This motivated the extension of IR-NLI with specific user modeling capabilities. X 
new version of the prototype, called IR-NLI II, has been designed and is currently being 
developed. 

The present paper is devoted to a discussion of the user modeling issue and its appli- 
cation to the information retrieval task. General knovvledge about information retrieval is 
assumed; the reader may refer to refs. 13-16. Also, the general architecture and the mode 
of operation of IR-NLI are only briefly surveyed; further details may be found in the stud- 

ies by Guida and Tasso [IO] and Brajnik, Guida, and Tasso [ 11,121. 
The paper is organized in the following way. Section 2 discusses the general problem 

of user modeling and illustrates the major approaches relevant to information retrieval. 
Section 3 presents the overall organization of IR-NLI II. In Section -t the structure and con- 
tent of the user model adopted in IR-NLI II are described, and the specific roles of user 
modeling within IR-NLI II are discussed. Section 5 is devoted to illustrate the techniques 

used for constructing and refining user models. Finally, Section 6 presents some conclu- 
sive remarks and outlines the directions of future activity. 

2. SURVEY OF USER XlODELING 

In this section we first present a general definition of user modeling, followed by a 
short analysis of the main taxonomies of user modeling proposed in the literature. Later, 
attention is focused on the description of some experimental systems that encompass user 
modeling techniques, with particular attention to the domain of intelligent information 
retrieval. 

2.1. Frameworks for user modeling classification 
By “user modeling” we refer to the consideration of any kind of information that a 

program has about its users, to be utilized in order to increase, in a general sense, the level 
of man-machine interaction [ 17,181. More specifically, user modeling is aimed at improving 

the performance of the system, for what concerns both tuning the system external behav- 
ior to the interaction (e.g., dialogue with the user, information displayed or explanations 
given, corrections of user’s errors and possible suggestions) and adjustment of system inter- 
nal operation to user’s characteristics. 

The issue of user modeling has been raised in many areas of artificial intelligence, from 

man-machine interfaces to expert systems and intelligent tutoring systems [18], causing in 
such a way a proliferation of different approaches and techniques. Several classification 
schemes have been proposed in the literature, which can be employed in order to provide 
an analytical understanding of user modeling. These schemes are helpful in characterizing 
both the common features and the peculiarities of each approach, and are used to clarify 
how user modeling can be taken into consideration in the design of intelligent information 
retrieval systems. In the following, we will survey two major approaches, one proposed by 
Carbonell [ 191 and one proposed by Rich [20]. 

The scheme proposed by Carbonell identifies two broad categories: empirical quan- 
titative models and analytical cognitive models. Empirical quantitative models entail infor- 
mation derived from an abstract formalization of general classes of users. The model is 
defined through parameters compiled from empirical data, encoding quantitative relations 
between primitive operations carried out by the user during the interaction uith the sys- 
tem in solving a specific task, and a measurement of the performance shown by the user 
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in solving such a task. Classical exampfes of this class are the keystroke model developed 
by Card, Moran, and Newell [211 and the ZOG system [22]. These models contain only 
surface knowledge about the user (or a specific class of users), and no internal reasoning 
takes place. Furthermore, this knowledge is usually taken into consideration explicitly only 
during the design of the system, and then it is hardwired into its implementatjon. The 
designer considers a defined class of users without trying to conform to the peculiarities 
of each individual user, adapting in such a way the system behavior to the common fea- 
tures of the whole class, Therefore, the resulting system does not contain any separate 
knowledge base devoted to represent user modeling information. 

Analytical cognitive models, on the other hand, are aimed at simulating aspects of user 
cognitive processes taking place during interaction with the system. These models are based 
on explicit representatian of user knowledge, of a rather qualitative nature compared to 
the quantitative one of the preceding case. Implementation strongly utilizes artificial intel- 
ligence techniques, differing in such a way from the former class, which is well suited for 
traditional (non-knowledge-based) methodologies. The consideration of a knowledge base 
devoted to store user modeling information allows the specific traits of each single user in 
a given cfass to be followed. 

Rich, in her fundamental effort toward classifying user models [.XJIX finds three dimen- 
sions to be useful in building up a taxonomy. The first dimension is canonical versus in- 
dividual models, that is, one single model of a typical user versus a collection of many 
individual models. The first category proposed by Carbonell conforms to the canonical 
mode1 approach, whereas any system that has to be capable to tailor its behavior to a het- 
erogeneous variety of users has to conform to the individuaf model paradigm. 

The second dimension of the space of user models is explicit versus implicit model- 
ing, that is, models provided explicitly by the user (either under user control or system con- 
trol) versus models built up by the system.-From the point of view of an increase of the 
level of man-machine interaction and of the usability of the system, the latter approach 
is much more desirable because of its unobtrusive nature and higher degree of reliability. 
In fact, the model can be built without user intervention, and the knowledge included in 
the model, though uncertain because it results from an inference process, is generally more 
reliable than that directly provided by the user, which is usually a bad source of informa- 
tion about himself [23]. 

The last dimension to consider in classifying user models is short-term versus long-term 
modeling, the former focusing on information that changes in the short term fe~g_* dur- 
ing a single session) and the latter on characteristics that change more slowly, possibly over 
a long period of time (e.g., a whole series of sessions). This last dimension is useful to point 
out some of the differences between user modeling techniques adopted in intelligent tutor- 
ing systems and those utilized in man-machine interfaces. In fact, the rapid change of user 
characteristics during a session is a distinguishing feature of tutoring systems, which indeed 
have the goal of changing (possibly in the short term) the knowledge levei of the student. 
This goal of educating or training the user is only secondary in man-machine interfaces, 
where more emphasis is placed OR the accomplishment of some very specific task (typically 
using an artificial system, rather than learning how to use it). From this discussion it fol- 
lows that a whole class of modeling techniques developed in the framework of intelligent 
tutoring systems do not seem adequate to cope with man-machine interaction tasks that 
are not directly reiated to teaching situations. ~ndepende~tIy of short-term or long-term 
modehng, a dynamic evoiution of the model can, however, be present both in intelligent 
tutoring systems and in man-machine interfaces, whenever the user modeling technique 
employed includes also the capability of updating the model during a single session for 
refinement purposes. in this case, the model will change in the short term as the system 
continuously improves it, making it conform more to the real situation of the user, but 
independently of any possible evolution of the user himself. 

2.2 User modeling in intelligent information retrieval 
We turn now to a brief survey of some applications of user modeling techniques in 

the information retrieval domain. A few different proposals wili be analyzed utilizing as 
much as possible the classification frameworks presented in the previous section. As a gen- 
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era1 remark, all information retrieval applications are based on analyrical cognitive mod- 
eis conforming to the individual modeling paradigm. 

Limited examples of user modeling can be found in the THOXIAS [21] and ASK [2j, 

261 systems. Although the two projects differ for the specific applications considered and 

the ~mpIementation techniques utilized, they both employ modeling knowledge containing 
short-term information about the user’s specific requests. No long-term modeling is pres- 

ent in either system. ASK utilizes an explicit method for acquiring the model from the user: 
it identifies the needed information from a vvritcen statement or a transcribed interview pro- 
vided by the user. No refinement of the model takes place during interaction. On the other 

hand, THOMAS shows a rather more implicit approach to user modeling: a model updat- 
ing is driven by information provided by the user upon system request. 

GRUNDY 120,271 exploits user modeling more esrensively. Its main objective is to tai- 
lor interaction to the individual user. The system utilizes a hierarchy of frames, called 
stereotypes, for storing knowledge about possible users; each frame comprises se\ era1 slots, 

called facets. At the beginning of the interaction, CRUNDY prompts the user vvith some 

specific questions and, from the answers obtained, it collects the information needed to 
select the stereotypes appropriate for that user. These will constitute the initial user model. 
The model contains long-term knowledge preserved from session to session, which includes 

the user’s background and characteristics, and a record of past interactions with the sys- 

tem. An (implicit) refinement of the model is carried out by GRUNDY vvhen the user 
expresses his judgment on the quality of the results produced so far by the system: The 
refinement is performed by changing (increasing or lowering) confidence factors attached 
to the facets of the stereotypes belonging to the current user modeI; it is supported by infor- 
mation gathered through a bounded scope dialogue driven by the system. 

Finally, the work of Croft and Thompson [7] presents an extended proposal for uti- 

lizing user modeling to increase the effectiveness of an intelligent information retrieval sys- 
tem. The model comprises both long-term knowledge for a general characterization of the 
user (such as user’s domain knowledge and summary of previous interactions and requests) 
and short-term information concerning specific user needs submitted in the current session. 

Both explicit and implicit strategies are used to acquire knowledge to be inserted in the 
model. Frame-like structures, called stereotypes, are used for encoding descriptions of 
classes of users. They can be activated by means of explicit information contained in the 
answers that the user gives to questions posed by the system. The model of a user built dur- 
ing the initial session is later refined during subsequent interactions with the system, in order 

to improve the accuracy of the description of user’s characteristics. 
As a conclusion of the above discussion, we point out some specifications that seem 

appropriate for approaching user modeling in intelligent information retrieval. The gen- 
eral framework is that of analytical cognitive models, taking into account individual de- 
scriptions. An implicit approach to the acquisition of model information is desirable, but 
not always possible; in several cases, a mixed strategy has to be considered. The kind of 
knowledge to be included in the model should pertain to both short-term and long-term 
information. More specifically, the latter should comprise the general characteristics of the 
user, his cultural and educational level, the specific knovvledge about the subject matter 
considered in the information requests, his knowledge about information retrieval systems, 

and the Iike. This information shouid be stored from session to session, and it must be con- 
sidered as slowly varying in time. A refinement activity of this part of the model can be 
considered as a long-term objective of user modeling. On the other hand, short-term infor- 
mation consists, first of all, of data concerning the current session, including specific infor- 
mation needs, user plans and intentions, objectives of the search, and points of view to be 
considered in the search. 

3. OVERVIEW OF IR-NLI II 

3. I. Overall architecture 
To meet the general requirements outlined in the previous section, the architecture of 

IR-NLI [IO-121 has been extended to include new capabilities devoted to user modeling. 
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The architecture of the new system, called IR-NLI II, is shown in Fig. 1. Two major sub- 
systems can be identified: the information retrieval expert subsystem and the user model- 

ing subsystem. The information retrieval expert subsystem is designed to conduct the search 

session, interact with the user, and interrogate the information retrieval system. More spe- 

cifically, it is responsible for performing three main functions: (1) natural language dia- 
logue handling; (2) assistance in the elicitation of the information needs of the user and 
in the refinement of the search formulation; and (3) construction of the search strategy and 

its submission to the information retrieval system. 
The user modeling subsystem, on the other hand, is designed to carry out the user 

modeling activity, both within a search session and over several sessions. It performs two 
basic tasks: (1) extraction of information relevant to user modeling from the dialogue be- 
tween the user and the system and (2) construction and updating of the user model. 

The information flow between the two subsystems is fixed in content, form, and di- 
rection. The subsystems share a common data base, the user model, and utilize two com- 
munication channels. The user model is constructed and updated by the user modeling 
subsystem, while it can only be accessed in read mode by the information retrieval expert 
subsystem. It contains information that characterizes the user currently interacting with IR- 
NLI II. The two communication channels between the information retrieval expert sub- 

system and the user modeling subsystem allow, respectively, the transfer of information 
regarding the current user (flowing from the information retrieval expert subsystem to the 
user modeling subsystem) and the requests of further knowledge issued by the user mod- 
eling subsystem and directed to the user and hence flowing from the user modeling sub- 
system to the information retrieval expert subsystem. 
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Fig. 1. Architecture of IR-NLI II. 
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Since the exchange of information is fixed and the operation of the two subsystems 

is quite independent, both subsystems can work in parallel, synchronizing just for infor- 
mation exchange. Furthermore, since the user modeling subsystem works on data gathered 
by the information retrieval expert subsystem, it can be activated by the information 
retrieval expert subsystem only when needed. 

3.2. Information retrreval expert subsystem 
This part of IR-NLI II comprises basically the original IR-NLI system extended in such 

a way as to support the interface with the user modeling subsystem. The information 
retrieval expert subsystem comprises three modules: 

1. The understanding and dialogue module, vvhich manages the interaction with the 
user, including input comprehension and question generation. 

2. The reasoning module, which analyzes, incrementally refines, and completes the 
initial description of the information problem given by the user and produces a 
search formulation suitable for constructing the appropriate search strategy (the 

formal program to be submitted to the information retrieval system). 
3. The formalizer module, which constructs the search strategy and actually connects 

with the information retrieval system. 

The kernel of the information retrieval expert subsystem is the reasoning module, which 
uses two knowledge bases: 

1. The expert knowledge base, which contains knowledge (represented through pro- 
duction rules) devoted to modeling the competence and skill of the human inter- 
mediaries [13-151. 

2. The domain-specific knowledge base, which contains a representation of the spe- 

cific subject domains to which the information problems considered refer (repre- 
sented through a semantic netvvork) and which mirrors the structure and content 
of usual searching referral aids, such as thesauri and directories. 

The working memory of the information retrieval expert subsystem is the problem inter- 

nal representation, which contains the information (provided by the user, acquired from 
the user model, or extracted from the domain-specific knowledge base) that describes the 
current information problem. 

3.3. User modeling subsystem: basic structure 
The user modeling subsystem is composed of two modules: 

1. The model builder, which constructs and updates the user model. 
2. The history manager, which records a summary of each search session into a long- 

term data base. 

The history manager takes in input information related to the current user-system inter- 
action and collects it into a data base of session summaries, called search sessions history, 
to be used as a source for statistical processing. The input to the history manager consists 

of answers to specific questions posed by the system to the user (e.g., his background, expe- 
rience level in some domain) or information directly provided by the user and describing 
some aspects of his current needs (e.g., search objectives and limitations). 

The search sessions history contains data referring to past sessions, organized accord- 
ing to user names and dates of sessions. It is used by the model builder to construct or 
refine a user model, through statistical processing of stored records, devoted to extract- 
ing the most common features and traits of each individual user (e.g., his preferences and 
communication attitude). The search sessions history is updated at the end of each search 
session with the data gathered by the history manager. 

The model builder produces or updates the model of the current user. The model is 

successively utilized by the understanding and dialogue module for tuning the dialogue and 
by the reasoning module directly for its operation. 
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The model builder is connected to the search sessions history and to two other data 
bases: 

1. The stereotypes base, which contains a collection of stereotypes, that is, canoni- 
cal user models describing severa classes of users in terms of common traits and 
typical features. The stereotypes base is accessed whenever a new user connects to 
the system, and it supplies a first tentative and partial model of the current user. 

2. The user models base, which stores the model of each user known thus far to the 
system. The user models base is accessed in the first part of a search session, and 
it supplies the model of the current user constructed thus far (if the user is already 
known to the system). At the end of the session the (possibly refined) user model 
is stored back in the user models base. 

The model builder is supported by a specific knowledge base, called the modeling knowl- 
edge base, devoted to encoding knowledge (represented through production rules) about 
the modeling process. 

4. ORGANIZATION AND USE OF THE USER MODEL 

4.1. Content and structure of the model 
At a conceptual level, the user model is represented by a frame structure divided into 

two parts: user profile and user knowledge. In addition to these subframes, a user model 
includes a user identification name, which identifies the user to whom it relates, and a 
model history, which contains information about the history of the model (e.g., creation 
date and successive refinements and updating). The resulting structure of the user model 
is therefore: 

MODEL < user ident~cation name > 

< model history > 
< user profile > 
< user knowledge > 

The user profile subframe encompasses knowledge about specific features, attitudes, 
and traits of an individual user of an information retrieval system. The user profile refer- 
ring to a hypothetical user is shown below as an example: 

USER PROFILE 

EDUCATION 
FIELD: computer science 

DEGREE: PhD 
DATE: 1980 

FIELD: medicine 
DEGREE: master 
DATE: 1985 

PROFESSIONAL BACKGROUND 
FIELD: computer science 

KIND: academic 
EXTENT: 4 years 

INFORMATION RETRIEVAL BACKGROUND 
EDUCATION: medium 
TRAINING: medium 
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EXPERIENCE 
TYPE: user 
MODE: assisted 
EXTENT: 2 years 

TYPE: user 
MODE: through IR-NLI 
EXTENT: 6 months 

PERSONAL TRAITS 
CO~ICATION 

LEVEL: concise 
QUALITY: precise 

ATTITUDE: confident, cooperative 

USUAL SEARCH ~QU~E~NTS 
DOMAIN: computer science 

SEARCH OBJECTIVES: high precision 
OPERATION MODE: off-line preparation 
LIMITS 

DATE: 2 years 
LANGUAGE: English 
TREATMENT: technical 

OUTPUT FORMAT 
FIELDS: title, author, affiliation, abstract, 

date, references 
MODE: off-line 

DOMAIN: medicine 
SEARCH OBJECTIVES: high recall 
OPERATION MODE: browsing 
LIMITS 

DATE: 5 years 
LANGUAGE: English, French 

OUTPUT FORMAT 
FIELDS: title, abstract, date 
MODE: on-line 

This user profile describes a user with an extensive educational background in com- 
puter science, with four years of academic experience, and a fairly good knowledge of medi- 
cine, without practical experience. The user also has a good background in information 
retrieval: He has had specific training in information retrieval, considerable experience (2 
years) in intermediary assisted searching, and some experience (6 months) in information 
retrievai using the IR-NLI interface. The user communicates in a precise and concise man- 
ner, and feels confident with the system (IR-NLI II). Finally, when searching in computer 
science, he usually specifies a high-precision objective, prefers the formulation of the search 
strategy to be done before actually searching the data base, and specifies that the docu- 
ments to be retrieved must not be older than two years, must be written in English, and 
shouId be printed off-Iine according to the requested format (title, author, affiliation, 
abstract, date, references). When searching in medicine, however, the search requirements 
are quite different, since the user is much Iess knowledgeable in and familiar with this field. 

The user knowledge subframe is devoted to storing information describing what the 
user knows about the environment of IR-NLI II operation. The user knowledge referring 
to a hypothetical user is given below as an example: 
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USER KNOWLEDGE 

SUBJECI- DOMAINS 
DOMAIN: computer science 

COVERAGE: high 
DEPTH: very high 

DOMAIN: medicine 
COVERAGE: medium 
DEPTH: low 

DOMAIN: internal medicine 
COVERAGE: high 
DEPTH: medium 

DATA BASES 
FILE: inspec 

FEATURES: technical 
~DA~G RATE: 1 month 
TOPIC: computer science 
TERMINOLGGY: well known 
COST: known 

FILE: medline 
FEATURES: technical 
UPDATING RATE: 1 month 
TOPICS: medicine 
TERMINOLOGY: low 
COST: not known 

~O~ATIUN RETRIEVAL SYSTEMS 
HOST: dialog 

FUNCTIQNS: high 
LANGUAGE 

SYNTAX: high 
USE: medium 

~G~ATI~N RETRIEVAL ACTIVITY 
SEARCH SESSION STRUCTURE: low 
APPROACHES: building block, citation pearl growing 
TACTICS: pinpoiu, respell, sibling, truncate 

This exampie refers to a user with specific knowledge in three subject domains- 
computer science, medicine, and internal medicine- in which he has different competence 
levels (both for coverage and depth of knowledge). The user knows about two data bases- 
INSPEC and MEDLINE - and for each of them he has knowledge about the type of stored 
information, the updating rate, she topics covered, the terminology used, and the cost of 
accessing the data base. Moreover, the user oniy kirpws about one information retrieval 
system, namely DIALOG; he has good knowledge of the functions of DIALOG and of the 
syntax of the query language, but only limited experience with its use. Finally, the user is 
not fully acquainted with the structure and organization of a typical search session, and 
only some of the most usual approaches (building block and citation pearl growing) and 
tactics (pinpoint, respell, sibling, truncate) are known to him. 

It is worthwhile noting that some information present in the model represents an eval- 
uation made by the system about user knowledge (e.g., COVERAGE: high), while other 
information refers to specific knowledge possessed by the user (e.g., UPDATING RATE: 
1 month). Moreover, even if some information in the user model is static (e.g., EDUCA- 
TION) and other is typically dynamic (e.g., INFORMATION RETRIEVAL ACTIVITY), 
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we assume, according to the hypothesis made at the end of Section 2, that the user and 

hence his model do not change over the time period of interest for IR-NLI II operation. 

4.2. How to use the model 
As seen from the architecture of IR-NLI II, the user model can be used by the reason- 

ing module and by the understanding and dialogue module. In general, it supplies further 
information that supports the system when performing some operations, the most impor- 

tant of which are: 

1. Tuning the user-system dialogue. An example is the generation of explanations and 
justifications about system operation: knowledge contained in the stats INFORM+ 
TION RETRIEVAL BACKGROUND and INFORMATION RETRIEVAL AC- 
TIVITY can be useful to tailor the level and content of system-generated utterances 
to each individual user. 

2. Interpreting user utterances and answers to system queries. For example, during 
the presearch interview, knowledge provided by the ~O~l~fUNICATIO~ slot may 
be useful to support the system when interpreting user’s utterances. 

3. Completing the current problem internal representation using default information 
extracted from the user model. For example, the slot USUAL SEARCH REQUIRE- 

MENTS provides default information that can be used when more specific values 
are missing. 

5. CONSTRUCTING USER MODELS 

5.1. Model building techniques 
The techniques utilized by the mode1 builder for collecting or producing the informa- 

tion necessary &o construct the user model can be cIassified according to two major crire- 
ria: (1) eIicitation mode, that is, the way information is organized at acquisition time, and 
(2) acquisition procedure, that is, the way information is actually collected or produced. 

According to the first criterion, two basic modes of information elicitation can be 
mentioned: 

l Acquisition of a single information item at a time, which represents a specific fact 

about the user currently interacting with the system and corresponds to the content 

of just one slot of the model. 
l Acquisition of a cluster of information items in one shot, which represents a col- 

lection of facts about the current user that are in some way interrelated and corre- 
spond to the content of several slots of the modei. The rationale behind this mode 
of information acquisition is that generally the several possible aspects of each indi- 

vidual user are not uniformly distributed ov-er a user population, but come in 
clusters: Some features are always present together with some specific others and 
exclude the presence of some different ones. 

According to the second criterion, three main procedures for information acquisition 
can be identified: 

l Observation includes dialogue inspection, that is, observation of free dialogues 
between the user and the system, and answer analysis, that is, observation of the 
answers provided by the user to specific direct questions posed by the system. Obser- 
vation refers to the fact that the information items to be used for building a user 
model are already present in the information source considered; they only have to 
be identified and inserted in the relevant slots of the model. 

l Inference from observed facts encompasses two steps: (1) acquisition through obser- 
vation of facts that are not appropriate to be directly inserted in the user model but 
can serve as raw data from which some useful information items can be derived and 
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(2) inference from the observed facts of the appropriate information items to be 
inserted in the model. 

l Inference from known facts is the expansion and refining of the model without using 
new information items acquired from the user-system dialogue. 

Of course, single and cluster modes of information elicitation can be combined in var- 
ious ways with the above-mentioned procedures for information acquisition in order to 
produce a full range of possibilities. Not all combinations are meaningful. For example, 
observation and cluster mode do not fit together well; one should not confuse possibly 
repeated observation of several facts with the global one-shot acquisition of a set of inter- 
related facts. One particularly useful combination is instead the cluster mode in conjunc- 
tion with inference from observed facts or inference from known facts. The implementation 
of such a technique, however, requires that the model builder have the ability to store 
clusters of facts together and access them when needed through a sophisticated associative 
search. Each cluster, called stereotype, describes a class of users sharing a collection of com- 
mon traits. Thus, given some criterion for classifying a community of users, the common 
features of each class can be grouped together to form a stereotype. Therefore, this pro- 
vides a partial description of each member of the class. 

Let us note finally that each technique (mode/procedure) for model building may be 
appropriate for filling some slots of the model but unsuitable for others, so that a combi- 
nation of several techniques is needed for the global task of the model builder. 

5.2. Structure and content of stereotypes 
As it has been illustrated in the previous section, stereotypes play a major role in build- 

ing user models, particularly in the case where the system acquires user information in 
clusters. A stereotype is a description of a class of users and specifies their most impor- 
tant aspects. Usually a stereotype does not describe all known user traits but is restricted 
to just a subset of them, and therefore it provides only a partial description of the class. 

A stereotype has a frame-like structure that includes both declarative and procedural 
knowledge, organized, respectively, in slots and procedures attached to the slots. From a 
structural viewpoint, a stereotype has basically the same organization of the user model, 
where the (model history) part is omitted. Moreover, each stereotype is identified by a 
name. Thus, the overall structure of a stereotype is: 

STEREOTYPE (name> 

(user profile) 
(user knowledge) 

The slot structure is fixed for all stereotypes, and some slots can be multiple-valued. Fur- 
thermore, each slot may belong to one of the following three types: 

l Identification slots, whose values, once acquired, must satisfy a given predicate in 
order for a user to be classified as a member of the class described by the stereo- 
type. These slots are suitable to include information that plays a critical role in the 
decision process devoted to assigning a user to the class related to a stereotype. Con- 
sequently all the identification slots of a stereotype are considered for this selection. 

l Default slots, which contain information relating to the typical features and traits 
of all users of the class described by the stereotype. The values of these slots are 
fixed and defined a priori. 

l Generic slots, whose content is empty, since they are not restricted to any specified 
value. These slots will possibly include information that does not characterize the 
class of users related to the stereotype, and therefore any value may be acceptable. 

Moreover, to the slots of the stereotype the following types of procedural knowledge 
may be attached: 
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Acquisition methods, which are devoted to acquiring the relevant user information 
through the techniques for acquisition illustrated in the previous section. 
Validation methods, which are devoted to checking the acquired information against 
semantic constraints aimed at ensuring the local correctness and the global con- 

sistency of the user model. 
Identification methods, which are always associated with identification slots and are 
responsible for evaluating the relevant predicates that guarantee that some neces- 

sary condition is met by the current user. 

Finally, to each stereotype as a whole, an activation method is attached, which takes 

the form of a predicate and, if satisfied by a user, ensures that there is suggestive evidence 
that he belongs to the class described by the stereotype. This predicate may refer to iden- 
tification slots, but it does not coincide, in general, with the conjunction of all the predi- 
cates contained in the identification methods. In fact, the activation method only suggests 
a possibIe, reasonable membership of a user to a class, but it does not assert it definiteIy. 

A partia1 order relationship (called is-a) is defined between stereotypes, which re- 
flects the relation of inclusion between the classes of users they identify. We say that stereo- 
type A is-a B if the class of users described by A is included in that described by B. Of 
course, if A is-a B, A represents a further specialization of B, that is, it identifies a more 
specific class of users. Therefore, A will inherit from B all default and identification slots, 
along with all acquisition, validation, and identification methods; in addition, it wiI1 have 

its own specific siots and methods. CIearly A ~111 have, in general, fewer generic slots than 
B. This relation is very useful both for structuring the stereotype base and for supporting 
the elicitation of new stereotypes through specialization of already existing ones. If A is-a 

B, the slots inherited from B are not duplicated in the description of A, but they are 

globaIIy referred by mentioning B in a special slot of A called IS-A. 
Since we have assumed that the user model has a fixed structure (see Section -t.l>, %e 

can also assume that ail stereotypes are specializations of a universal stereotype, called 
generic user; it has only generic slots, and its activation method is always satisfied, but it 
contains the definition of all relevant acquisition and validation methods, which are thus 

inherited by all other stereotypes. A fragment of the generic user stereotype is shown below: 

STEREOTYPE generic user 

ACT-M: (true) 

USER PROFILE 
EDUCATION 

ACQ_M: (Activate Dialogue-edu-I) 
PROFESSIONAL 3A~KGRO~D 

ACQ_M: (Activate Dialogue-prof-1) 

ACT-M and ACQ_M are labels used to introduce activation and acquisition meth- 
ods, respectively. All slots are generic, as this stereotype does not carry any value. The acti- 
vation method is always satisfied, and no identification slot is present in this stereotype, 
as it applies to any user. The IS-A slot is omitted, since it is empty. The two acquisition 
methods presented above constitute an example of the acquisition procedure based on dia- 
logue inspection. For such a purpose two specific dialogues (Dialogue-edu-1 and Dialogue- 
prof-1) are activated in order to acquire the needed information through explicit answers 
given by the user. 

An example of a more specific stereotype, which is of course a specialization of the 
generic user, is shown below (not all generic slots are shown): 
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IS-A: generic user 
ACT-M: (INFORMATION RETRIEVAL BACKGROUND.EXPERIENCE.WPE = user 

and 
INFORMATION RETRIEVAL BACKGROUND.EXPERIENCE.EXTENT >= 3 years) 

USER PROFILE 
EDUCATION 

FIELD: - 
DEGREE: - 
DATE: - 

INFORiMATION RETRIEVAL BACKGROUND 
EDUCATION 

ACQ_M: (IF EDUCATION.FIELD = information science 
THEN set “value” to >= medium 
. . . . . . . . . . . . ) 

TRAINING 
ID-M: ( “value” >= medium) 

EXPERIENCE 
TYPE 

ID-M: ( “value” = user) 
MODE 

ID-M: ( “value” = non-assisted) 
EXTENT 

ID-M: ( “value” >= 3 years) 
PERSONAL TRAITS 

COMMUNICATION 
LEVEL: - 
QUALITY: 

VAL_M: (IF 
INFORMATION RETRIEVAL BACKGROUND.EDUCATION >= medium 
THEN “value” >= precise ) 

ATTITUDE: cooperative 

USER KNOWLEDGE 
INFORMATION RETRIEVAL ACTIVITY 

SEARCH SESSION STRUCTURE: good 

In the above example, ID-M and VAL_M indicate identification and validation meth- 
ods, respectively. The symbol “value” denotes the value of the corresponding slot. Generic 
slots are identified by the “-” symbol as value. Identification slots can be recognized by the 
presence of the identification methods attached to them. Moreover, in the above example 
the slot INFORMATION RETRIEVAL BACKGROUND.EDUCATION contains an 
acquisition procedure that is implemented by means of an inference rule from known facts. 
Finally, the validation method shown is an example of a consistency check between the val- 
ues of two slots. 

3.3. Basic operation of the model builder 
Operation of the model builder starts by identification of the user accessing.IR-NLI 

II. After this preliminary phase, the model builder looks in the user models base for the 
model: If the user is new, no model exists and model building has to start from scratch. 
Later, the operation of the model builder proceeds through the five phases described below: 

1. Preliminary interview. This phase is devoted to acquiring basic information about 
the user, through a bounded scope system-driven dialogue. For example, prelimi- 
nary information about EDUCATION and PROFESSIONAL BACKGROUND is 
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collected in this phase. The model building techniques used generally conform to 
the answer analysis acquisition procedure combined vvith the single mode of infor- 

mation elicitation. 
2. Stereotype activafion. The preliminary user information gathered in the previous 

phase is used here to test the activation methods of the stereotypes available in the 
stereotypes base. All stereotypes whose activation method is satisfied become active 
stereotypes and are candidates for further consideration as possible starting points 

for constructing the individual model of the current user. 

3. Stereotype discrimination. This phase considers the set of active stereotypes and 
aims at identifying the one that will be used as the kernel of the model construc- 
tion. Each active stereotype is considered in turn: If all its identification methods 
evaluate to true, the stereotype is kept; otherwise, it is discarded (note that testing 

an identification method usually requires that the related acquisition method has 
already been executed in order to acquire the values of the identification slot to 
which the method refers). The set of active stereotypes, pruned through the above 
described procedure, now contains all the stereotypes that correctly apply to the 
current user (note that this set is never empty since the generic user stereotype 

applies to any user). The model builder chooses from this set the stereotype that 
is expected to best fit the features so far known of the current user and to repre- 
sent the best kernel for starting the construction of the individual model of the cur- 
rent user. The criterion currently utilized for the choice selects the most specialized 

stereotype. 

4. Model refinemenl. This phase is aimed at incrementally extending, tuning, and 
refining the individual model of the current user during a single search session. 
Model refinement starts working on the stereotype discriminated in the previous 
phase, and continually iterates over tvvo main activities: (a) information acquisi- 
tion, which is aimed at collecting or producing new information about the user 

through the appropriate acquisition methods, and co) information validation, which 

is devoted to checking the correctness and consistency of the new information just 
acquired by means of the relevant validation methods. This model refinement phase 

ends when the current session is terminated. 
5. Closing operations. At the end of the search session, the individual model of the 

current user is first completed with user identification name and model history slots 
and then stored in the user models base. Moreover, a summary of the current 
search session, collected by the history manager working in parallel with the model 

builder during the whole session, is stored in the search sessions history. 

The operation of the model builder is only slightly different when the current user is 
already known to the system and therefore an individual model is available in the user 
model base. In such a case, phases 1, 2, and 3 above become meaningless and are substi- 

tuted by two new ones directed at initializing the activity of the model builder before model 
refinement is started. Thus, the operation of the model builder encompasses in this case 
the following four phases: 

1 Model retrieval. Once the current user has been identified, his model is retrieved 
from the user models base and made available for further processing. 

2. Historical information processing. This phase is concerned with processing the 
summaries of the past search sessions carried out by the current user in order 
to derive or refine typical values of some slots of the model (e.g., PERSONAL 
TRAITS, USUAL SEARCH REQUIREMENTS, and INFORMATION RE- 
TRIEVAL ACTIVITY). This is done through a statistical processing aimed at 
identifying meaningful patterns denoting specific features of the user. The histor- 
ical information necessary for this activity is extracted from the search sessions his- 
tory, which contains records of all the sessions. The output of this phase is an 
updated user model that will be used and further refined throughout the current 
search session. 
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3’. Model refinement. See phase 4 above. 
4’. Closing operations. See phase 5 above 

5.4, Improved concept of model builder: a preliminary discussion 
The mode of operation of the model builder illustrated in the previous section is quite 

clear and effective, but it is still a little simplistic. In fact, it is based on the assumption 
that whenever the model builder has to make a critical decision, all the information nec- 
essary to decide in the most informed way is available. This occurs, for example, in the 
stereotype discrimination phase, as well as in the model refinement phase whenever the 
model builder has to select between alternative values for some slot (e.g., one provided 
directly by the user and another inferred by the system). Moreover, all decisions taken by 
the model builder are definite; no backtracking is possible. Unfortunately, information nec- 
essary to make a decision is often lacking at decision moment (it will be possibly available 
only later), and not all actions taken by the model builder on the user model are reversi- 
ble or monotone [28]. 

A way to overcome these problems is to delay decision making as much as possible, 
until they can be really resolved in the most informed and reliable way. This implies that 
the operation of the model builder is revised in two major points: 

1. Each time an alternative arises and a selection should be made, the model builder 
adopts a generate and test approach: A branching point is instantiated and all alter- 
natives are carried out and tested according to an appropriate search strategy [28]. 

2. To each slot of the user model a confidence factor is attached, which represents 
the degree of reliability and accuracy of the corresponding value, Confidence fac- 
tors are updated dynamically during system operation and serve to compute a 
global confidence factor for each alternative user model. At each instant, the model 
with the highest confidence factor is used by the system (namely the reasoning mod- 
ule and the understanding and dialogue module) as the current user model. 

Of course, in order to implement such a more refined version of the model builder, 
the breakdown of its operation into phases presented in the previous section has to be 
revised and corrected accordingly. This new approach is clearly appealing and should guar- 
antee, at least in principle, a better modeling of each individual user. However, the research 
carried out so far has shown that a number of the advantages of this improved version of 
the model builder can also be obtained through the previous simpler version, provided that 
the modeling knowledge base is skillfully structured and contains rich and detailed knowl- 
edge on the model building process. Therefore, there is, in a sense, a trade-off between sys- 
tem architecture and quality of the knowledge base: Most of what is lost with simpler and 
less general architecture can be recovered with a richer and better structured knowledge 
base. Taking into account the dramatic negative effect on system performance that results 
from structuring the operation of the model builder according to a general search para- 
digm like that outlined in the above discussion, we believe that, as far as we have ex- 
perimented up to now, the approach proposed in the previous sections should be preferred. 

6. CONCLUSION 

In the paper we have presented the IR-NLI II system, an expert interface for access- 
ing online information retrieval systems. More specifically, we have focused on the new 
user modeling capabilities present in IR-NLI II. In particular, the general architecture of 
the system, encompassing a module specifically devoted to building and managing indi- 
vidual user models, has been described in detail. The construction and refinement of the 
models rely heavily on a base of stereotypes, which represent typical classes of users. A 
description of the knowledge contained in the stereotypes and of the way of utilizing them 
for building individual models has been given. 

The IR-NLI II system evolves from the experience acquired by the authors through 
the development and experimentation of the IR-NLI system. From an experimental point 
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of view, IR-NLI II is currently being developed an a SUN Z/I70 usmg Franz LISP at the 
Laboratorio di Intelligenza Axificiale of the University of Udine. 

An important problem that deser\es furrher investigation is that of the efficient imple- 
mentation of the aigorithm ior improving stereotype management with backtracking and 
approximate reasoning technques. 
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