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Abstract. We propose an integrated approach to email categorization, filtering, 
and alerting on mobile devices. After a general introduction to the problem, we 
present the ifMail prototype, capable of: categorize incoming email messages 
into pre-defined categories; filter and rank the categorized messages according 
to their importance; and alert the user on mobile devices when important mes-
sages are waiting to be read. The second part of the paper describes an extended 
evaluation of the ifMail prototype, whose results show the high effectiveness 
levels reached by the system. 

1   Introduction 

Information overload is the main problem for information access users: we are over-
whelmed by too much information when we browse the Web, when we analyze the 
results of a search engine, when we use a directory, when we read the messages in a 
forum or in a newsgroup, and when we use electronic mail. Electronic mail, histori-
cally one of the first services made available by the Internet to the large public audi-
ence, is today one of the major activities of Internet users. All of us rely on email as 
one of the primary communication methods, both at work and at home: email has, at 
least partially, supplanted paper mail, messages, and telephone conversations. 

Email overload is an important facet of information overload: the average user re-
ceives dozens of messages per day, and the trend is not slowing down at all [32]; 
some of us are lucky and receive a manageable number of email messages per day, 
whereas others are completely overwhelmed; unsolicited email, usually called spam 
or junk-mail, is constantly and worryingly increasing. 

Usage of email is a highly personalized activity, and people use email in amazingly 
different ways [14]. People read emails with different strategies: archivers choose 
strategies that allow them to read everything and not miss anything important, and 
prioritizers want to limit the time spent on email reading to switch to “real work” 
[11]. Accordingly to Whittaker and Sidner [33], people can be divided into no filers 
(that keep all the messages in their inbox), frequent filers (that constantly clean up 
their inbox), and spring cleaners (that clean up their inbox once every few months). 

Also, email software tools (Eudora, Outlook, Mozilla, to name just a few) are used 
not only in the standard ways foreseen by email tools designers, i.e.,  for reading and 
answering messages, but also in more “perverted” ways. We refer here to archiving, 
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managing a personal agenda or serving as a reminder tool: people send mail to them-
selves as a reminder; people use the inbox message list as an agenda; people use email 
for task management and delegation; people hit reply for avoiding to type in a long 
list of addresses; people archive a whole message when the attachment is an important 
document; people use email as a file transfer mean; and so on. This creative use of 
email has generated another meaning for the “email overload” expression [32], i.e., 
the overloading of uses of this tool, and because of this phenomenon, email has been 
named a serial-killer application [10]. 

In this scenario, advanced tools for email processing are desperately needed: 
threading, categorizing, archiving, filtering, alerting, and perhaps more. Today’s 
email clients provide these functions in a rather limited way. Mail tools allow to view 
the messages sorted by date, by thread, by sender, etc. Users can manually categorize 
the messages, usually by drag-and-drop in one of a hierarchy of folders. A priority 
flag can be manually attached to a message by the sender, and shown to the receiver 
by the mail client. Filters based on pattern matching rules on (mainly) the structured 
part of messages (i.e., subject, sender, date, priority, size, etc.) can be manually de-
fined by the user to automatically move the received messages in the appropriate 
folder (and to execute other operations on the message). Automatic anti-spam filters, 
to filter out spam exploiting some learning techniques, are common in many mail 
tools. All email tools can notify the user sitting in front of his/her desktop that new 
mail has arrived by visual and/or sound messages. 

These activities are both time consuming and rather ineffective: manually defining 
a filter and managing a set of several filters puts a higher cognitive load to a user 
engaged in other activities and, often, the decision whether a message is interesting, 
junk, belonging to a certain topical category, and so on cannot be taken only on the 
basis of the structured part of the message but it has to be taken also on the basis of 
message body, attachment, meaning, and even context (i.e., the thread to which the 
message belongs, the current situation in which the user is, and so on). Also, alerting 
is rather neglected: having only a visual and/or acoustical “You have new mail” noti-
fication on our desktop is a rather poor way of communication, that ignores both the 
cognitive situation of the user, like his/her current task or degree of attention, and 
features of the message like its urgency, the sender, the topic, and so on.  

The coming of portable devices (cell phones, PDAs, pagers, and so on), that are 
enabled to various network connection modes (GSM, GPRS, UMTS, Wi-Fi, Blue-
tooth, etc.), is a new and important variable to add in the above sketched scenario. 
There are several issues that need to be addressed. The new environment implies both 
limitations to be taken into account and opportunities to be exploited; therefore, sim-
ply replicating the non-mobile approach in the mobile world would lead to far from 
ideal solutions. For instance, using a mobile device to access one own email inbox via 
standard protocols like POP or IMAP is an unsatisfying solution that neglects both the 
always-on modality of a user empowered with a mobile device, and the cost usually 
implied by data transmission on a wireless connection. The usually complex user 
interfaces of mail tools cannot be replicated on small-screen devices, so it is much 
more difficult to have ease of reading and user’s feedback (e.g., explicit feedback of 
relevance, categorization, importance, and urgency of a message is likely to be re-
placed by more implicit kinds of feedback, perhaps exploiting the time that a message 
waits in the “unread” status). The interaction modes requiring continuous attention 
(e.g., drag-and-drop), that are common for desktop-based tools, are not adequate for 
devices used out there in the real world, with several sources of distraction. 
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Notifications could and should be delivered on the nowadays widely available 
smaller and portable devices with the most appropriate modality (WAP-push, SMS, 
etc.). Notifications should be done depending on features of the received messages 
like their number, their importance, the category they pertain to, and so on. The well 
known limitations  on bandwidth, screen size, and user cognitive load (time, distrac-
tion level, and so on) make extremely important to have a selective alerting function-
ality, capable of notifying the user only when really important messages arrive: not 
only the notification of a spam message would be very unpleasant for the user, but 
also the notification of a “normal” message when the user is in a particular context 
(e.g., while driving, or engaged in a meeting, or in an important phone conversation) 
can be unpleasant as well. The mobile world requires an integrated solution, exploit-
ing categorization, filtering and alerting. 

Moreover, in the mobile world, categorizing, filtering, and alerting will have an in-
creased importance, since accessing email by a mobile device is more critical in many 
respects. People carry with themselves their mobile devices, that are therefore much 
more intrusive than a standard desktop: the “new mail” sound that might be an ac-
ceptable interruption when sitting in front of a desktop computer, is likely to be very 
annoying while engaged in real-world critical activities. 

Turning our attention to more technical issues, we notice that new mail tools and 
protocols might be designed to allow the user (both as a sender and as a receiver) to 
specify (manually, semi-automatically, or automatically) the alerting modalities of 
certain message categories. Complex engineering solutions are needed because the 
limited storage and computational power available today on the mobile devices, and 
the bandwidth limitations, suggest a server side based solution, in which most of the 
computation takes place on the server and the data transmission on the mobile device 
is limited. 

Also, the integration of all the devices that one can use to read his/her own email 
messages (desktop PC, mobile devices, internet points, etc.) is another interesting, and 
difficult problem, and reinforces the requirement for server side based solutions. A 
further kind of integration is that among all the different kinds of messages that the 
user of a mobile device can receive: besides email-like messages, we have SMS, 
EMS, and MMS (and perhaps more in the future). The integration of all these mes-
sage services is a difficult problem as well. 

Finally, the increased email access by mobile devices will change the people usage 
of email: nobody can predict all the range of new “perverted” or “creative” uses that 
mobile device users could imagine and adopt when mobile email tools will be broadly 
available (e.g., the sending of email to oneself as a remainder is likely to become 
much more frequent). 

All these issues constitute a research agenda for the years to come, and need to be 
tackled from an interdisciplinary standpoint: user modeling, information retrieval and 
filtering, human computer interaction, software engineering, are all disciplines that 
can contribute to the development of more effective email tools for the mobile and 
wireless world. In this paper we do not present a final and general solution. Rather, 
our aim is twofold: (i) to show how to improve and make (at least partially) automatic 
the tasks of email categorization, filtering, and alerting; and (ii) to show how to inte-
grate these new and more effective tools in the mobile scenario, where people access 
email while on the move. The paper is structured as follows. In Section 2 we highlight 
the main issues related to email categorization and filtering. We also survey the litera-
ture, briefly describing the relevant work that has been proposed so far. In Section 3 
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we describe the ifMail prototype, from both conceptual and technical perspectives. In 
Section 4 an extended experimental evaluation of the effectiveness of our approach is 
presented. Section 5 closes the papers and sketches future developments. 

2   Categorization and Filtering of Email Messages 

Text categorization (or classification) is the grouping of documents into predefined 
categories [28]. State-of-the-art classifiers automatically built by means of machine 
learning techniques show an effectiveness comparable to manually built classifiers. 

Email messages are very heterogeneous. Examples of variables that can range over 
rather wide set of values are: length, language(s) used, importance of the contained 
information, presence/absence of attachments of various kinds, formal/informal tone, 
emoticons, jargon. Also structured data contained in the header like date, sender, 
subject, number of recipients, are bound to wide variations. Given the peculiar nature 
of email messages, email categorization is a very particular case of general text cate-
gorization.  

Various approaches, mainly derived from the experiments on generic text categori-
zation, have been applied to email categorization [9]: Cohen [7] uses the RIPPER 
algorithm; Payne and Edwards [24] compare CN2 (a rule induction algorithm) with 
IBPL1 (a modified version of K-nearest Neighbor algorithm using memory based 
reasoning); Rennie [25] exploits naïve Bayes classifiers; Segal and Kephart [29] de-
velop a system for semi-automatic categorization (i.e., the system proposes to the user 
three alternative folders for each message) based on TF-IFD; Brutlag and Meek [4] 
compare Linear Support Vector Machine, TF-IDF, and Unigram Language Model, 
and obtain that no method outperforms the others; McCreath and Kay [14] show how 
the combination of hand crafted and learnt rules is more effective than either approach 
working alone. All these approaches show rather similar results, with accuracy (per-
centage of messages classified in a correct way) around 70%-80%. An even more 
difficult problem, the clustering of email messages (i.e., given a set of email mes-
sages, extract the categories and classify the messages in the found categories), is 
tackled in [13]. 

Spam (or junk) email filtering has seen an increasing interest in last years, due to 
the increasing amount of unsolicited emails: Pantel and Lin [19] and Sahami et al. 
[27] exploit naïve Bayes classifiers; Adroutsopoulos et al. [1] use a memory-based (or 
instance-based) approach, implemented as a variant of the K-nearest neighbor (K-nn) 
algorithm; Carreras et al. [5] rely on the boosting algorithm AdaBoost to find a highly 
accurate classification rule by combining many weak rules. 

Anti-spam filtering has been approached as a separate problem from email catego-
rization, even if, at first glance, it seems just a 2-categories categorization problem. 
However, anti-spam is an easier problem than categorization not only because it han-
dles just two categories, but also because the two categories are rather well defined (it 
is rather easy to define spam), clear-cut (it is rather easy to sort out spam from non-
spam), and objective (usually, what is spam for one user is spam for everybody). In 
turn, email categorization is highly subjective: each user can choose rather different 
criteria for creating the categories (e.g., some users divide messages on the basis of 
the sender, others on the basis of the topic, others on the basis of their a-priori catego-
rization of their job activity, and so on); the number of categories can vary a lot 
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among users; the categories are sometimes not well defined (users can be very well 
organized or completely chaotic); and so on. Therefore, it is quite likely that a single 
fit-for-all email categorizer is not feasible, and that hybrid approaches are needed. 
Indeed, even if it is difficult to have a definitive comparison between the effectiveness 
of anti-spam filters and of email categorizers because of the high differences in the 
collections used, in the number and features of categories, and so on, it is evident that 
anti-spam filters effectiveness is rather higher (95% precision) than the more general 
email categorization problem. 

The alerting problem is much less studied than email categorization and filtering: 
further research in terms of notification modalities, prototype implementation and 
evaluation, and user studies is needed. It seems anyway obvious that only important 
messages should be notified on mobile devises, to avoid high cognitive loads and 
distraction on the user. Therefore, an integrated solution, comprising categorizing, 
filtering and alerting is required. 

The evaluation of the effectiveness of an email tool is not simple at all. The most 
naïve approaches show several limitations. Relying on general test collection like 
TREC (http://trec.nist.gov/) is not adequate, since the peculiar nature of email makes 
an email message different from a generic document. Usenet news seem more similar, 
but again differences do exist: for instance, an email message body usually starts with 
the name of the recipient, whereas this is obviously less frequent for Usenet messages.  

Privacy is also an important issue: since email messages contain private data, few 
people are willing to make public their messages; perhaps those people will anyway 
clean some of the more compromising and confidential messages, thus making avail-
able only a portion of their message archive, that is not a good sample at all; anyway, 
people willing to make public their email archives are not a good sample for sure, 
since people that are more reserved are completely left out; and relying on messages 
archives of mail lists leads again to a biased sample. 

3   The ifMail Prototype 

At the Udine University we have started to study some of the above described issues 
and, on the basis of our work in the last 10 years, we have developed the ifMail proto-
type. ifMail handles, with a content based approach, categorization, filtering of email 
messages, and alerting on mobile devices. ifMail overall operation is shown in Fig. 1. 
The messages in the incoming stream are processed to extract the internal representa-
tions used in subsequent steps. The internal representation contains term/weight 
(weight representing the importance of each term) pairs, corresponding to both the 
structured part and the body of the email message. Categorization is obtained on the 
basis of a profile attached to each user-defined folder and dynamically updated by 
means of user’s feedback. The profile contains two parts: a frame for the information 
included in the structured part of email messages, and a semantic network for the 
conceptual content of the body of messages [16]. The profile is matched with the 
internal representation of the incoming messages and the message is classified accord-
ingly to its content. The matching takes into account both the structured and unstruc-
tured parts of email messages. Filtering, performed by re-using the evaluation made in 
the categorization phase, singles out the most relevant messages in each folder and 
alerting takes charge of notifying these messages to the user’s mobile device. Our 
notion of filtering is therefore more general than just anti-spam filtering: ifMail tries 
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to associate to each message a numeric figure representing the importance that the 
message has for the user. 
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Fig. 1. Conceptual model of ifMail operation. 

ifMail categorization and filtering are based on the IFT (Information Filtering 
Tool) system [14,16], capable of profile building, storing, and matching. IFT has been 
developed on the basis of the UMT (User Modeling Tool) shell [0] and has been ap-
plied to a variety of systems and domains, e.g., Web filtering [2], filtering of enter-
prise documents [30], and filtering of scholarly publications [17]. IFT matches the 
profile associated to each category with the internal representation of each message 
and returns a result made up of three values: 

1. Coverage: the percentage of the most relevant concepts of the profile which are 
also present in the documents, computed taking into account also their weights. 

2. Match: a measure of how much the concepts of the profile are present in the 
document (i.e., they are more or less numerous in the document). 

3. Rank: a synthetic value (ranging from 0 to 5), which is obtained as a combination 
of the previous two values. 
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Categorization is performed on the basis of all three values; filtering is based on 
Rank score only. 
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Fig. 2. ifMail overall architecture. 

Fig. 2 shows the overall architecture of the ifMail system. The main modules are: 

• WebMail, that allows the user to access email functionalities via a Web browser. It 
has been developed specifically for this project in order to connect and integrate 
categorizing, filtering, and alerting. More specifically, the WebMail module im-
plements the only user interface of the system and it allows the configuration of the 
innovative services. 

• Mail Filtering and Classification Engine, made up by the following three sub-
modules: 

a) Monitoring Agent, that monitors the arrival of new messages and calls the 
categorization and filtering operations. ifMail supports POP and IMAP 
servers, and any number of email accounts. 

b) Internal Representation Builder, that parses the text of message subject and 
body, removes stop words, extracts the stem of the terms, and builds the in-
ternal representation of the message, stored in the Internal Representation 
Database. 

c) Categorization, that executes categorization and handles feedback data. This 
module contains, and relies on, the IFT submodule: IFT compares the in-
ternal representation of the incoming message with each category profile, 
and modifies the category profile according to user’s relevance feedback. 
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• Multi Channel Alerting, that, on the basis of the categorization results and of user’s 
personalized settings, notifies immediately to the user the most relevant messages 
via a mobile device. 

Fig. 3 shows a snapshot of ifMail Web user interface: a quite standard email inter-
face that allows standard mail management and that provides the commands and visu-
alization items relevant to the new categorization and filtering features. The number 
of stars associated to each message is given by the Rank score associated to the mes-
sage. 

The PDA screenshots in Fig. 4 show the multi-channel alerting of ifMail: in the 
screenshot on the top, the notification of the arrival of a new relevant message for the 
“myWork” category is shown. The user can detect (by the number of stars) the mes-
sage relevance computed by the system, he can archive the message, read message 
data like sender and subject, or read the whole message body (screenshot below). 

The system has been developed with an XML-based technology to allow a higher 
flexibility for the presentation layer: multiple interfaces are generated by means of 
XSLT transformations, that produce the output in the markup language suitable for 
the requesting device by applying the corresponding style sheet to a common set of 
XML data. In such a way, the service is accessible by a wide range of devices such as 
PDAs, smartphones, and cell phones, provided that they comply to the WAP 1.2.1 or 
2.0 standards [19, 21, 22, 25]. 

The interface design has been developed according to some guidelines for informa-
tion access with mobile devices [5, 7, 11, 20]. The navigation through the pages of the 
service has been designed considering the physical interface used for the interaction 
with the device. Moreover, the complexity and extension of every page of the service 
are adapted to the dimension and capabilities of the display of the mobile devices. 
From a functional point of view, the interfaces are down-scaled (going from the PC 
version to the WAP version) to reduce the complexity of the service, considering the 
limited resources of the devices and the mobile context of use of the service. 

4   Experimental Evaluation 

We have discussed in Section 2 the intrinsic limitations in the evaluation of advanced 
email tools, and some of the issues that make the evaluation of these tools a difficult 
task. In order to overcome these limitations, we have designed and carried out an 
extensive evaluation of the ifMail prototype, taking also into account previous ex-
perimental work carried out in  recent years in our laboratory.  The goal of the ex-
perimental activity has been the evaluation of categorization, filtering, and alerting 
capabilities of ifMail. We have run various simulations on 6 collections of email and 
newsgroups messages (Table 1). We have used the term “simulation” since the ex-
periments have been performed in a simulated environment in which the typical ac-
tions that a user could perform on ifMail can be repeated at will, without engaging 
(and overloading) real users. 
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Fig. 3. ifMail user interface for Web mail. 
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Fig. 4. ifMail user interface: email reading on a PDA (left) and folders of new categorized 
messages on an Openwave WAP phone simulator (right). 

 
Obviously, with this approach, we have intentionally not evaluated the usability of 

the user interface, nor we wanted to claim the effectiveness of our system in absolute 
terms. On the other hand, given the early development stage of the ifMail prototype, 
we were interested in evaluating some design decisions and in harvesting an experi-
mental set of real data with a quick, light, and formative evaluation, capable of giving 
us hints on how to proceed with the development of the system. 

Table 1 provides basic data on the six collections of email messages we have ex-
ploited: two of them come from real users, and include all the messages received over 
a period of about 30-40 days. All the messages received over that period were in-
cluded, and none was eliminated. Both users (one of them is the third author of this 
paper) defined a set of categories (folders), to be used for evaluating the classification 
capabilities. 

The collections extracted from newsgroups concern a similar number of messages 
and categories, with the exception of collection F, which is significantly larger and 
was considered for evaluating whether the results obtained with similar collections (A 
through E) were maintained in a much heavier situation. 
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Table 1. Email message collections used in the experiments. 

Message  
kind 

Collection Number of  
categories 

Total number of messages 

A 9 540 Personal  
messages B 7 645 

C 7 525 
D 6 450 
E 7 540 

Newsgroups 
messages 

F 16 1309 
 

We have defined two different modes of operation of ifMail usage: 

• Mode One-by-one, in which ifMail provides only an advice: the user reading a 
message is shown a hint on which category(ies) are likely to be the correct destina-
tion of that message. By confirming or not confirming on each single message the 
(automatically) proposed categorization, the user provides relevance feedback, ex-
ploited by the system to update the relevant category profiles. 

• Mode Session, in which ifMail automatically categorizes all the messages received 
during the current day (we have assumed daily batches of fixed size including 15 
messages per day). The user provides relevance feedback only after all these cate-
gorizations have been done. 

A first set of experiments concerned the comparison of these two modes of opera-
tion. The profiles associated to each folder were initially empty, and were incremen-
tally built only through relevance feedback. Table 2 illustrates the average (over all 
the available collections) of precision, recall, and F1 measure [31, 34], where the 
results obtained for each category are combined using the micro-average indica-
tor [28]. 

Table 2. Comparison between session mode and one-by-one mode. 

 Session mode One-by-one mode 
Average Precision  75% 79% 

Average Recall 72% 76% 
Average F1 74% 78% 

 
First of all, we notice that the values obtained are in the range from 70% to 80%. 

Other experiments reported in the literature [18, 28] concern the categorization of the 
Reuters-22713 collection (constituted by 21.450 articles, subdivided into 135 catego-
ries) or the Reuters-21578 collection (constituted by 12.902 articles, subdivided into 
90 categories): the values obtained for the F1 measure are in the same range between 
70% and 80%. We have considered this result as a confirmation of the adequacy of 
the baseline performance of ifMail. Furthermore, it should be highlighted that the 
values reported in Table 2 are average values, which include also the initial phases, 
where errors are most likely to happen: this implies that saturation (‘steady state’) 
values can be significantly higher. 

Secondly, it can be noticed that precision reaches higher levels than recall. We can 
interpret this phenomenon in the following way: the number of messages considered 
(i) is capable of reducing the number of categorization errors, but, on the other hand, 
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(ii) is not sufficient for building profiles that cover all the concepts included in a cate-
gory (and some message are not categorized, i.e. not assigned to any category). Fi-
nally, one-by-one mode outperforms session mode, reaching almost 80% in all the 
three considered indicators.  

With reference to the same experiment, Fig. 5 shows the evolution (over the se-
quence of daily sessions and only for collection E) of the F1 measure. Both modes of 
operation reach values above 80%. The 70% level (conventionally taken as the value 
indicating the termination of the initial learning phase), is reached earlier in the one-
by-one mode. In the long run the two mode of operation reach the same level of per-
formance. 
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Fig. 5. Microaverage F1 in both operation modes for collection E. 

Collections A and B, provided by real users, contained a Spam category, defined 
by the two users in order to collect all the ‘not desired’ messages (typically unsolic-
ited advertising). In Fig. 6, we report the evolution over time of both precision and 
recall for the Spam folder of collection B. Precision reaches more than 95% and recall 
the range 70%-80%: this can be explained by the fact that when a Spam message is 
received, all the subsequent massages concerning the same topic will be detected, 
while new Spam topics are not known since never seen before, so they are left in the 
inbox, i.e., not categorized. This highlights a significant advantage of our content-
based approach to Spam detection, in comparisons with standard anti-Spam systems 
based on an archive of spam messages: our system can detect any new Spam message 
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which concerns topics that previously have been already classified as Spam, inde-
pendently from other facts (sender or subject already encountered or not). 
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Fig. 6. Precision and Recall for the Spam category of collection B. 

Another (expected) phenomenon observed in the experimentation concerns the re-
lationship between performance and level of specificity of a category: whenever a 
category includes a well defined and limited topic, performance in terms of precision 
and recall is higher, reaching for both indicators the level of 85%. Analogously, for 
such categories, the learning phase is shorter. 

Table 3 illustrates such a situation for some categories with this characteristics. 
Other experiments have been focused on the identification of the best threshold to 

be employed for alerting. We have seen that using only the Rank value (an integer 
ranging from 1 to 5), precision was maximized (over 80%) and that, by increasing the 
specific value considered for the threshold, precision was further improved. Fig. 7 
shows that the higher the threshold (4 or 5), the steeper is the learning curve, and 
higher are the precision values obtained (several values saturate at 100%). 

Finally, we have computed a measure of the effort required to the user of ifMail, in 
terms of the number of ‘move operations’ of a mail message towards its correct folder 
(category). More specifically, we have considered successive groups of 60 messages 
(i.e., four days), and we have counted: 

• the number of  correct system categorization operations (green line on the top part 
of Fig. 8); 

• the number of user moves, i.e., the explicit indication done by the user on a single 
message, since the system was not able to categorize the message correctly (red 
line in Fig. 8). 
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It is interesting to see that, as the user ‘teaches’ to the system how to categorize, 
the system ‘learns’. After about 70 messages received, the user needs to move about 
50% of the messages to their correct folder. After about 300 messages, the system 
‘has learned’, and it is able to categorize correctly more than 50 messages out of the 
incoming 60, with a missed-categorization rate of less than 16%.  

Table 3. Results for categories with well defined topic. 

Collection Folder Precision Recall F1 
A News 0,91 0,83 0,87 

Students and courses 0,94 0,93 0,93 
Department news 0,85 0,91 0,88 B 

Seminars 0,86 0,91 0,88 
C ADSL 0,92 0,92 0,92 

 

 

Fig. 7. Precision with different values as alerting threshold for collection F. 

5   Conclusions and Future Work 

We have discussed the issues of email categorization, filtering, and alerting. After a 
general introduction to the problem and a brief literature survey, we have presented 
the ifMail prototype, capable of: categorize incoming email messages into pre-defined 
categories; filter and rank the categorized messages according to their importance; 
and alert the user on mobile devices when important messages are waiting to be read. 
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We have also performed an extended evaluation of the ifMail prototype. The results 
show the high effectiveness levels reached by the system.  
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Fig. 8. Comparison of the number of user and system categorization actions (session mode). 

We will continue this research in various ways. We are currently working at im-
proving the ifMail prototype and we plan a more complete evaluation after these im-
provements. We intend to deal with privacy issues with a novel approach, by imple-
menting a software capable of analyzing the email archives of users by running on 
their computers and simulating the behavior of a categorization algorithm. The cate-
gorization algorithm results should then be compared with the hand-made categoriza-
tion and only the comparison results are made public. This software should be open 
source  (to guarantee  the privacy) and  could be  designed as a  framework capable of 
hosting any categorization algorithm conforming to some well defined specifications. 
To take into account the time characteristics of messages (how long a message has 
been staying in the inbox, how long it has been in the unread status, for how long the 
user has not been checking his/her email, how much time the user spent in reading it, 
or in answering it, and so on) the software should also be capable of monitoring user’s 
activity for a period of time. 
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