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ABSTRACT
In this technical demonstration we present a novel web-based
tool that allows a user friendly semantic browsing of video
collections, based on ontologies, concepts, concept relations
and concept clouds. The system is developed as a Rich Inter-
net Application (RIA) to achieve a fast responsiveness and
ease of use that can not be obtained by other web appli-
cation paradigms, and uses streaming to access and inspect
the videos. Users can also use the tool to browse the con-
tent of social and media sharing sites like YouTube, Flickr
and Twitter, accessing these external resources through the
ontologies used in the system. The tool has won the second
prize in the Adobe YouGC1 contest, in the RIA category.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Search process; H.3.5 [Information
Storage and Retrieval]: Online Information Services—
Web-based services

General Terms
Algorithms, Experimentation

Keywords
Video retrieval, browsing, ontologies, web services

1. INTRODUCTION
Currently, the most common approach to access and in-

spect a video collection is by using a video search engine.
Typically such systems are based on lexicons of semantic
concepts, presented as lists or trees, and let to perform
keyword-based queries [1]. These systems are generally desk-
top applications or have simple web interfaces that show the

1http://www.adobeyougc.com/
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results of the query as a ranked list of keyframes [2,3]. Video
browsing tools are developed aiming more at summarization
of video content, as in [4] where different visual features are
used to provide an overview of the content of a single video,
or aiming at the suggestion of new query terms, as in [5].
In other approaches, e.g. [6], the content of a video collec-
tion is clustered according to some visual features, and users
browse the clusters to inspect the various instances of a con-
cept. Similarly to the interfaces of video search engines, also
these browsing tools are desktop based applications or more
rarely form-based web applications, that have relatively lim-
ited user interaction and simple presentation of results as
lists and tables. Finally, all these systems are designed to
work only on a single repository of videos, missing the op-
portunities to exploit the large amount of multimedia data
now available on the web from multimedia sharing sites like
Youtube and Flickr.

In this demonstration we present a web video browsing
system that allows semantic access to video collections of
different domains (e.g. broadcast news and cultural heritage
documentaries), with advanced visualization techniques de-
rived from the field of Information Visualization [7], with
the goal of making large and complex content more accessi-
ble and usable to the end-users. The user interface was de-
signed in order to optimize comprehension of the structure
of the ontology used to model a domain, and to integrate
diverse information sources within the same presentation.
This objective is achieved using graph representation [8, 9],
that maximizes data comprehension and relations analysis.
The system uses also concept clouds to summarize the con-
tent of a collection, a form of data presentation that has
now become extremely familiar to web users. Finally our
web system, using the Rich Internet Application paradigm
(RIA), does not require any installation and provides a re-
sponsive user interface.

2. THE SYSTEM
The tool provides means to explore archives of different

video domains, inspecting the relations between the concepts
of the ontology and providing direct access to the video in-
stances of these concepts. The interface aims at bringing
some graphical elements typical of web 2.0 interfaces, such
as the tag cloud, to the exploration of video archives. The
user starts selecting concepts from a “tag cloud”, than in-
spects the ontology that describes the video domain, shown
as a graph with different types of relations, and inspects the
instances of the concepts that are annotated (see Fig. 1a ).
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Figure 1: Browsing interface: a) a view of part of the ontology (concepts related to “people”); b) inspection
of some instances of the “face” concept.

Since the presentation of the full graph of the ontology would
not be efficient only the concepts that are nearby (in terms
of number of relations) the selected one are shown. Users
can select a threshold of this distance and also different au-
tomatic layout algorithms for the for the spatial positioning
of the nodes of the graph, to better understand the concepts
relations. The “tag cloud” shows the most frequent concepts
in the video collection.

Results of the browsing are shown in the interface in a
compact form, to show both ontology structure and video
clips. For each video clip that contains an instance of a con-
cept is shown the thumbnail in a mini video player, that
let users immediately watch the video (Fig. 1b). These
thumbnails and videos are obtained from the video stream-
ing server, and for each of them also programme metadata
(such as title, broadcaster, etc.) are provided. Users can
play the video sequence and, if interested, zoom in each re-
sult to watch it in a larger player that provides more details
on the video metadata as shown in Fig. 2. Below every ele-
ment of the ontology we show buttons to access the related
contents of the concept from different sources, differing from
each other by color. The objective is the enrichment of infor-
mation with associated material in order to provide the user
with a larger number of information sources to improve in-
formation completeness and increase user’s knowledge. Our
system uses the publicly available APIs of YouTube as source
of video contents, Flickr for images and pictures and Twit-
ter for social and real-time content. An example of this
functionality is shown in Fig. 3. The interface was designed
to let users interact with the presentation of the browsing
results, allowing drag & drop of the concepts to correct er-
rors of automatic layout positioning, and delving deep into
the concepts related to a certain element by double clicking
on the represented concept. The graph is animated with
smooth transitions between different visualizations [10].

A back-end search engine analyzes the structure of the
ontology used to annotate the videos, translating the ver-
bose ontology representation into a more compact and man-
ageable XML representation, that can be easily parsed and
processed by the user interface that runs within a browser
plugin. The ontology has been created automatically from
a flat lexicon, using WordNet to create concept relations

(is a, is part of and has part). The co-occurrence rela-
tion has been obtained analysing the ground-truth annota-
tions of the TRECVid 2005 training set. The ontology is
modelled following the Dynamic Pictorially Enriched On-
tology model [11], that includes both concepts and visual
concept prototypes. These prototypes represent the differ-
ent visual modalities in which a concept can manifest; they
can be selected by the users to perform query by example.
Concepts, concepts relations, video annotations and visual
concept prototypes are defined using the standard Web On-
tology Language (OWL) so that the ontology can be eas-
ily reused and shared. The back-end search engine uses
SPARQL, the W3C standard ontology query language, to
create simplified views of the ontology structure.

The system frontend is based on the Rich Internet Appli-
cation paradigm, using a client side Flash virtual machine
which can execute instructions on the client computer. RIAs
can avoid the usually slow and synchronous loop for user in-
teractions, typical of web based environments that use only
the HTML widgets available to standard browsers. This
allows to implement a visual querying mechanism that ex-
hibits a look and feel approaching that of a desktop envi-
ronment, with the fast response that is expected by users.
Another advantage of this solution regards the deployment
of the application, since installation is not required, because
the application is updated only on the server; moreover it
can run anywhere, regardless of what operating system is
used, provided that a browser with Flash plugin is avail-
able. The user interface is written in the Action Script 3.0
programming language, using Adobe Flex. The graphical
representation of the graph is made using the open source
visual analytics framework Birdeye Ravis [12].

The system backend is currently based on open source
tools (i.e. Apache Tomcat and Red 5 video streaming server)
or freely available commercial tools (Adobe Media Server
has a free developer edition). The RTMP video streaming
protocol is used. The search engine that provides access
to the ontology structure and concepts instances is devel-
oped in Java and supports multiple ontologies and ontology
reasoning services. Audio-visual concepts are automatically
annotated using the VidiVideo annotation engine [2] or the



automatic annotation tools of the IM3I project2. To deal
with limitations in the number of streaming connections to
the streaming server while maintaining a fast interface re-
sponse, a caching strategy has been adopted. All the mod-
ules of the system are connected using HTTP POST, XML
and SOAP web services.

Figure 2: Large streaming video player: the user
can expand the mini video players to better inspect
each instance of the ontology concepts and analyze
the video metadata. The video player shows the
position of the concept within the whole video.

The system ranked second in the Adobe YouGC contest,
in the Rich Internet Application category.

3. DEMONSTRATION
We demonstrate the browsing functionalities of the sys-

tem in different video domains: broadcast news and cultural
heritage documentaries. We show how to navigate the video
collections using the ontology, with its concepts and concepts
relations, and with the concept clouds. We demonstrate also
how the browsing can be expanded from the video collections
to include related material from other sources; the same on-
tology used for video browsing is used also to access videos
on YouTube, images on Flickr and tweets on Twitter.
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