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Abstract

Effective usage of multimedia digital libraries has to
deal with the problem of building efficient content anno-
tation and retrieval tools. In this paper Multimedia On-
tologies, that include both linguistic and dynamic visual on-
tologies, are presented and their implementation for soccer
video domain is shown. The structure of the proposed ontol-
ogy itself, together with reasoning, can be used to perform
higher-level annotation of the clips, to generate complex
queries that comprise actions and their temporal evolutions
and relations and to create extended text commentaries of
video sequences.

1. Introduction

The importance of non-textual media in the context of
digital libraries has grown steadily in recent years. Digital
libraries today are expected to include, and provide effec-
tive access to, a broad range of heterogeneous media in-
cluding text, video, audio and graphics. Digital video is the
media that is of greatest relevance due to the inability of
digital librarians to cope with the sheer quantity produced
daily by broadcasters, media companies, government in-
stitutions and individuals for news, personal entertainment,
educational, and institutional purposes. Video poses signif-
icant challenges to digital librarians due to the size of files,
the temporal nature of the medium, and the lack of biblio-
graphic methods that leverage non-textual features.

Put simply, digital video does not fit into the traditional
paradigms used by librarians to collect, categorize and in-
dex information. Librarians have indexed video collections
with textual metadata: the producer name, the date and
time, and a few linguistic concepts that summarize video
content at semantic level. In this way video can be accessed
almost in the same way as textual documents. Effective
examples of retrieval by content of video clips using tex-
tual keywords have been presented for news [6, 10, 14] and
sports video domains [7, 19]. This brand of manual annota-

Figure 1. Several levels of ontologies are
used to bridge the semantic gap between
data and semantics.

tion, however, is labor-intensive, expensive, prone to error
and imprecision, and fails to capture the dynamic aspects of
the medium.

Richer annotation of digital video requires that more
complex linguistic structures be used to represent knowl-
edge about video at a deeper semantic level. Ontologies are
defined as the representation of the semantics of terms and
their relationships. They consist of concepts, concept prop-
erties, and relationships between concepts, all expressed in
linguistic terms [8]. For the digital video domain, ontolo-
gies can describe either the video content domain, in which
case they are static descriptions of entities and highlights
present in the video and their relationships, as codified by
human experience. Or, they can describe the structure of
the media, i.e. the component elements of the video, the
operations allowed on its parts, and the low-level video de-
scriptors that characterize their content.

Traditional domain ontologies, whether in the form of
textual metadata or linguistic abstractions and relations de-
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fined on primitive video elements, are substantially inade-
quate to support complete annotation and retrieval by con-
tent of video documents. A single, perceivable concept in
a domain ontology can manifest itself in so many different
instantiations of binary data (in the form of a digital video)
that enumeration of all instances is effectively impossible.
The level of detail at the resolution of binary data makes
precise description of a visual concept in linguistic terms
impractical when not impossible. The primary reason for
this is the vast divide separating such linguistic abstractions
from the low-level, binary representation of the digital video
medium. This divide is commonly referred to as the seman-
tic gap and is depicted in figure 1 along with the ontological
components we use to bridge it.

A simple example helps to illustrate this point. Consider
the problem of detecting attack action highlights in soc-
cer videos. Among the various types of highlights possible
in soccer videos, those that can be classified as attack ac-
tions can manifest themselves according to many different
patterns of high-level actions, features, and events. These
patterns may differ in the playfield zone where the action
takes place, the number of players involved, the player mo-
tion direction, the speed and acceleration of the key player,
etc. Although we are able to distinguish between them,
and mentally categorize the patterns of attack actions into
distinct classes, to express each pattern in linguistic terms
would require a complex sentence, explaining the way in
which the action develops. Such a sentence indeed should
express the translation of our visual memory of the action
into a conceptual representation where concepts are related
in complex ways according to spatio-temporal constraints.
In this translation we typically make a synthesis that retains
only the presumed most significant elements and much pre-
cision in visual detail is lost, some facts will are omitted,
and, probably most importantly, the most appropriate words
to distinguish one pattern from another are not used.

Even at the relatively high level of description used in
this example, i.e. in terms of players, field position, and
dynamics, the problem of characterizing visual concepts
linguistically is extremely daunting. To begin bridging
the semantic gap, ontologies can be enriched to include
structural video information and visual data descriptors,
growing the representation upwards, in a sense. In [17],
a Visual Descriptors Ontology and a Multimedia Struc-
ture Ontology, respectively based on MPEG-7 Visual De-
scriptors and MPEG-7 Multimedia Description Schema, are
used together with a domain ontology in order to support
video content annotation. In [13], a hierarchy of ontolo-
gies was defined for the representation of the results of
video segmentation. Concepts were expressed in keywords
using an object ontology: MPEG-7 low-level descriptors
were mapped to intermediate level descriptors that identify
spatio-temporal objects.

To resolve the inadequacies of traditional linguistic on-
tologies in describing these complex phenomena, the need
for both conceptual and perceptual abstractions must be
recognized. Jaimes et al. [11] suggested that concepts that
relate to perceptual facts be categorized into classes using
modal keywords, i.e. keywords that represent perceptual
concepts in several categories. This is a key observation
that can be used to great advantage once we have a method
to classify phenomena into perceptual categories of the do-
main.

In all these solutions, structural and media information
are still represented through linguistic terms and fed man-
ually to the ontology. In [15] three separate ontologies
modeling the application domain, the visual data and the
abstract concepts were used for the interpretation of video
scenes. Automatically segmented image regions were mod-
eled through low-level visual descriptors and associated
with semantic concepts using manually labeled regions as a
training set. In [5], qualitative attributes that refer to percep-
tual properties like color homogeneity, low-level perceptual
features like model components distribution, and spatial re-
lations were included in the ontology. Semantic concepts
of video objects were derived from color clustering and rea-
soning. In [16] the authors have presented video annotation
and retrieval based on high-level concepts derived from ma-
chine learned concept detectors that exploit low level visual
features. The ontology includes both semantic descriptions
and structure of concepts and their lexical relationships, ob-
tained from WordNet.

In this paper we present a solution for the definition, im-
plementation, and application of multimedia ontologies for
the soccer video domain. The multimedia ontology is de-
fined using the Web Ontology Language (OWL). It includes
concepts at the abstract, linguistic level as well as at the per-
ceptual level. Most importantly, it contains concepts that
establish relationships between linguistically defined facts
and their perceptual manifestations in digital video. In this
way, the logical structure of the high-level domain ontology,
defined in terms of linguistic concepts and relations, can be
used to induce structure in the unorganized, binary data at
the other end of the semantic gap.

The organization of the paper is as follows. In the next
section the structure and the definition of a multimedia on-
tology for the soccer video domain is presented. In section 3
the descriptors used to identify and model the multimedia
extensions of the domain specific concepts of the ontology
are briefly presented. In section 4 the usage of the multime-
dia ontology for automatic video annotation and creation of
extended video commentaries are presented. We conclude
in section 5 with a discussion of the main results and obser-
vations of the application of multimedia ontologies to the
understanding of digital video.
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(a) (b)

Figure 2. Multimedia ontology for soccer videos: (a) partial view of the principal classes, relations
and instances; (b) OWL definition of the principal parts of our multimedia ontology.

2. A multimedia ontology for soccer videos

In multimedia ontologies the linguistic and percep-
tual parts have substantially different characteristics. The
linguistic part of the ontology embeds permanent, self-
contained, objective items of exact knowledge, that can be
taken as concrete and accepted standards by which reality
can be considered. The perceptual part, on the other hand,
includes concepts that are not abstractions, but are mere du-
plicates of things observed in reality. Figure 2(a) shows
the important parts of our multimedia ontology for soccer
video. It is composed of two main parts: the soccer domain
ontology and the video structure ontology.

The domain ontology contains all the concepts and rela-
tions defining the soccer domain. It includes the high level
concepts (expressed in linguistic terms) that name the en-
tities and facts of soccer, and the perceptual elements that
model the visual patterns of the specializations of the con-
cepts of the linguistic part. The linguistic part of the domain
ontology contains concepts that correspond to observable,

perceptual facts and events that exist or occur in the real
world. Concepts modeled in our soccer domain ontology
include Shot on Goal 1, Placed Kick, Attack Action,
and Forward Launch. Concepts can also be thought of
“highlight” events in soccer video, i.e. events that are of
interest in and of themselves, or play an important role in
compound events.

Each linguistic concept in the domain ontology is asso-
ciated with a corresponding visual concept. To account for
the many perceptually different patterns in which patterns
manifest themselves, visual concepts are clustered accord-
ing to the similarity of their spatio-temporal patterns. For
each cluster, a visual prototype is obtained as the represen-
tative element for that class. The visual prototype acts as a
bridge between the domain ontology and the video structure
ontology. A visual prototype is a structural element of the
video (either a clip, a shot, a frame or part of a frame) and is
linked to a linguistic concept in the domain ontology (a play
action, a player). This link plays an important role for au-

1Concepts from the ontology are typeset using the typewriter font.
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tomatic annotation of new video sequences and for retrieval
by content as explained in section 4.

The video structure ontology describes the component
elements of a video: clips, shots, frames, etc. For frames
and shots it defines the descriptors of the visual content at
low-intermediate level. It should be noted that a large por-
tion of this fragment of the ontology is generic and gener-
alizes naturally to other domains. They are not expressed
in linguistic terms but rather by a set of values that are
attributed to a few features that are agreed to model the
perceptual content of the concept. These values have sub-
stantially different dynamics than linguistic terms and in a
sense establish the basic elements of discourse for describ-
ing knowledge at the semantic level in the domain.

The OWL definitions of the principal elements that sup-
port bridging between structure and domain ontologies are
shown in figure 2(b). Box 1 includes the definitions of the
key elements that compose the structure of a video docu-
ment (Video, Clip, Shot and Frame classes). From top
to bottom they are related through the contains relation.
The definitions of the Descriptor class and its subclasses
are shown in box 2. They respectively model low level
descriptors and domain-specific visual descriptors of Shot
and Frame video components Box 3 contains the definition
of clusters of perceptual facts. A Shot on Goal Cluster

is shown for the sake of clarity. Each cluster class, which
represents cluster of perceptual facts in the ontology, has the
following properties defined on it:

property description
has clips An enumeration of all

Clips in the cluster
has visual prototype The cluster center, an

instance of Clip in
this case

has radius size of the visual con-
cept cluster

Domain specific visual descriptors and their particu-
lar values for the Shot on Goal Cluster 1 visual pro-
totype are listed in box 4. The isPrototype prop-
erty of a structural element, e.g. a Clip, and the
has visual prototype property on perceptual concepts
establish the link between high-level domain ontology con-
cepts and structural elements of the video document.

3. Modeling perceptual concepts

Descriptors of perceptual concepts regard image regions
in frames (for entities and subjects) or sequences of frames
(for scenes, highlights and events). They include color, tex-
ture or pattern descriptors, and their temporal distribution.
We model perceptual observations in soccer videos at three
levels: the scene, highlights that can occur in a scene, and

scene subjects (i.e. the actors in the scene).

3.1. Scene modeling

We model four of the most common types of scenes in
soccer videos:

• play: which is visually characterized by a few large,
homogeneous color regions and long playfield lines;

• player closeup: in which a face appears distinctly
while the background is of homogeneous color and/or
blurred;

• player medium view: where several player faces are
distinguishable and their bodies form relatively large
regions of uniform color; and

• crowd: in which individuals are not clearly evidenced,
but rather appear as a texture.

These observations suggest that global color features, lay-
out of homogeneous colour areas, edge and shape features
can be used differentiate these scene types. We exploit the
following generic attributes defined in the MPEG-7 stan-
dard for multimedia content description, applied to each
frame: scalable color descriptor, color layout descriptor and
edge histogram descriptor.

3.2. Soccer highlight modeling

Soccer highlights are detected only for play scenes. They
are distinguished on the basis of the spatio-temporal combi-
nation of a reduced set of visual features: the camera motion
direction and intensity (approximately modeling the key
players’ motion); the playfield zone; the number of players
in the upper and lower part of the playfield. The features
are obtained from the compressed and un-compressedvideo
domain, as described in [3].

3.3. Scene subject modeling

Players, referees, and trainers are important subjects for
semantic annotation and content-based retrieval of video
clips and episodes. Generally speaking, however, identi-
fication of these subjects is a hard task: occlusions, fast mo-
tion and low resolution prevent reliable face detection and
recognition. Though in practice only close-up views are
useful, problems persist due to the large variation in face
pose and expression.

Nevertheless, detection of these subjects is an important
indicator of the types of events we are interesting in mod-
eling. In close-up scenes we observe that the faces of indi-
viduals that perform important actions are typically framed
with part of the body included, therefore showing the team
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jersey and printed data such as the player number and name.
Such close-ups additionally often have superimposed text
captions with the player name. This suggests that players,
referee and trainer can be automatically identified by ex-
ploiting face information together with the information ex-
tracted from the jersey color, number and text, and/or the
superimposed text captions.

Face sequence detection To detect faces, we use a
slightly modified version of the AdaBoost face detector
of [18]. Face recognition is performed using local features
to describe a face, and sets of poses to describe a person [1].

Text detection and recognition Two different types of
text usually appear in soccer videos: superimposed text,
that usually contains information about the teams and player
names, and the player jersey numbers and names.

The style of the superimposed captions is different for
every broadcaster, and has changed often throughout the
years. Official rules of most important soccer organization
(like UEFA and FIFA) state that the front of player jerseys
are decorated with numbers of a specific size. Player num-
bers are always in the range from 1 to 22, and each number
is assigned to a player for the entire duration of the tourna-
ment.

Detection of superimposed text does not require any
knowledge or training on superimposed captions or scene
text features, and does not use temporal redundancy for the
text detection and extraction. Image corners and MSER
points are used for this task [2].

4. Automatic video annotation and retrieval

In this section we describe some of the applications
that are enabled by modeling the soccer video domain at
the conceptual level with relationships establishing links
to their lower-level, perceptually representative manifesta-
tions.

4.1. Annotation of highlights and events

The multimedia ontology can be effectively used to per-
form automatic video annotation with high level concepts
that describe what is occurring in the video clips [3]. This
is made by checking the similarity of video content with the
visual prototypes included in the ontology. If similarity is
assessed with a particular visual concept then also higher
level concepts in the ontology hierarchy, related to that vi-
sual concept, are associated to the video.

4.2. Reasoning engine

Use of OWL DL for the multimedia ontology descrip-
tion allows us to use inference to extend and exploit the

knowledge in the ontology. We use RacerPro [9] descrip-
tion logic (DL) reasoner to infer new knowledge that is used
to refine annotation, which is necessary to model the type of
high-level event descriptions we are interested in detecting
automatically. The Jena APIs [12] have been used to pose
queries with SPARQL [4].

4.3. Annotation of episodes with composite
events and high level concepts

Some high level concepts that of interest can not be de-
tected and recognized from the visual descriptors or detec-
tion of the entities in a clip. They are determined, rather, by
a temporal sequence of visual descriptors. For example in
soccer videos the detection of a scored goal can not be rec-
ognized by the analysis of the visual descriptors alone. In
fact, note even ball tracking and recognition of it crossing
the goal line are sufficient, since a goal is assessed only af-
ter the referee decision. In other cases certain sequences can
be related to a semantic meaning depending on the intent of
the video producer; an example is the case of soccer fouls,
in which the action is followed by a set of clips that contain
player close-ups and medium views that show the injured
and the offending players, and their teammates. Finally
there can be concepts that are combinations of simpler con-
cepts, such as a Counter Attack action that is obtained
as a sequence of two attack actions developed by different
teams.

These cases can be regarded as patterns of events,
and can be discovered through inference, where a lin-
ear sequence of visual concepts is inferred through the
followedBy relation in the To this end we have iden-
tified some meaningful patterns of actions and events.
For example, attack actions that terminate with a scored
goal are always followed by crowd cheering in crowd
scenes, player close ups and medium views, and super-
imposed text reporting a score change. A pattern for
Scored Goal can be formally defined in the ontology
as subclass Video with Scored Goal, that contains this
combination of facts:

• Forward Launch followed by Shot on Goal

followed by (Crowd or Player Closeup or
Medium View) followed by Score Change; or

• Placed Kick followed by Player Closeup fol-
lowed by Score Change; or

• Shot on Goal followed by (Crowd or
Player Closeup or Medium View) followed by
Score Change.

In this way temporal constraints are used to distinguish
meaningful sequences of events, so as to avoid considering
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actions that are not related to each other. A video sequence
is classified as Video with Scored Goal by the reasoner
if the ordered sequence of clips contained in it corresponds
to the pattern definition described above.

4.4. Automatic creation of extended com-
mentaries

Patterns and perceptual descriptors of clips (like the
playfield zone, the motion intensity of the action and the
number of players, the player names, etc.) allow the au-
tomatic construction of extended commentaries of video
sequences. To obtain automatic commentaries of a video
stream, a set of basic sentence templates are associated with
the high-level event types that can be asserted or inferred
for a video clip. These sentences are picked up randomly
by a commentary generator engine to give a variety of ex-
pressions and make the commentary more realistic. More
precise descriptions are obtained by considering the values
of the visual descriptors of the clips that have been assigned
the type corresponding to a sentence template. Considering
for example motion intensity, or the number of players and
the playfield zone descriptors, the sentences are refined by
means of adverbs and adjectives determined by visual de-
scriptors such as: the playfield area in which the action is
taking place, the amount of player in the playfield area, and
the speed of the action. A priori knowledge and other as-
serted metadata is also used, such as: the name of the home
team, the name of the visitor team, the current score of the
match, and the current time of the match.

Sentence templates are represented in a simple XML for-
mat with certain tags representing terms to be inferred from
specific instances of a type of fact in the ontology, or a ran-
domly selected modifier of a type. For instance a simple
sentence for attack action clips is represented by:

<Sentence type="Attack_Action">
<Home_Team/>
<Attack_Action/>
<Modifier_Speed/>
<Modifier_Players/>
<Modifier_Playfield_Zone/>
</Sentence>

Tags values are set taking into account the values of vi-
sual descriptors and the a priori knowledge stored in the on-
tology so that the following commentary can be obtained:

England surprises the defense with a very fast
shot from a crowded midfield toward the goal
area.

If a scored goal pattern is recognized within the clip the
values of tags will be different resulting as in the following
commentary

England scores an incredible goal with a fast shot
from the crowded midfield area.

Commentaries are stored in SRT format and presented as
text subtitles (see Fig. 3) or stored as a text file that can
be accessed through the web or downloaded to a mobile
device.

4.5. Query and retrieval of video clips or
episodes

Exploitation of the multimedia ontology permits queries
that combine visual concepts (i.e. special patterns of high-
light visual features) with high level concepts (such as team
names, players, date of the match, locations, etc) and tem-
poral constraints to retrieve even long video sequences ob-
tained from the concatenation of shots.

Queries can be expressed by means of a simplified mask
that allows to define combinations of video highlights and
to browse linguistic ontology for the selection of concepts
of interest. The complexity of the query expression is hid-
den to the final user and the SPARQL syntax is dynamically
generated by the graphical user interface.

Reasoning is used in the query process in order to com-
pute inferred types for clips and shots and find the pat-
terns occurrences in videos. In particular, for the inferred
type computation, clips or shots are classified as the proper
type (“Clip with Attack Action”, “Clip with Shot on Goal”,
“Shot with Player Close Up”. . . ) depending on the kind of
highlights they contain. Similarly, inference on video in-
stances classifies every sequence according to the pattern it
may contain: for instance a video will be classified by the
reasoner as “Video with Scored Goal” if it contains one of
the required sequence of clip types defined in the Scored
Goal pattern.

In Fig. 4 an example of query requesting shot on goal
with play patterns similar to a sample shot on goal clip (row
1 of Fig. 5) is shown. Results are shown in Fig. 5. For each
clip only a small number of frames are shown. In this case
the reasoner is required to compute only the inferred type
“Clip with Shot on Goal”.

A more complex query that can be performed is to re-
quest a temporal sequence of events that represent compos-
ite events. An example is a query that requests a sequence
that contains an “interesting” shot on goal defined as an at-
tack action, followed shortly by a shot on goal and a clip
that contains crowd or players’ closeups. The inference en-
gine computes the inferred types (“Clip with Shot on goal”,
“Clip with Attack Action” and “Shot with Crowd”), checks
their occurrences in the same video according to the defined
order and temporal constraints, and presents the results.

If a pattern for typical complex events has been defined
in the ontology, such as the scored goal or a foul pattern
described in Sect.4.3, it is possible to query directly for it.
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Figure 3. Automatically generated subtitle for a sequence of clips.

Figure 4. Query example: search for a shot
on goal similar to a visual prototype.

Finally it is possible to combine highlights sequences, vi-
sual similarity and high level concepts in the same query.
For example, it is possible to search for sequences starting
with a shot on goal similar to a visual prototype followed by
placed kicks within 60 seconds. Results can be further con-
strained by requesting only events involving specific teams.

5. Discussion

In this paper we have described our ongoing work on
multimedia ontologies that model knowledge about the soc-
cer video domain at the linguistic, perceptual, visual, and
media levels. Central to our description and implementa-
tion of multimedia ontologies are the relationships estab-

lished between visual and linguistic concepts through visual
prototyping, a process of clustering perceptual manifesta-
tions of visual concepts through which a visual prototype
is designated as a representative of a particular class of vi-
sual phenomenon. These prototypes, which are instances
of low level concepts and concept descriptors defined in a
video structure ontology, establish the link between the bi-
nary, digital video domain and the logical, linguistic con-
cepts defined in the high-level domain ontology.

We also illustrated the power of this type of representa-
tion though several example applications we have built. Au-
tomatic, semantic-level annotation of new video elements
such as clips and entire videos is made possible though
comparison with existing visual prototypes in the ontology.

Figure 5. Results of a query for shot on goal
similar to the visual prototype of the first row.

719719719719719



Inferred properties on video elements allow for richer struc-
ture to be inferred directly in the video domain through in-
ference of higher-level composite events defined as tempo-
ral sequences of primitive concepts. Finally, queries can be
posed at the level of semantic descriptors, hiding the com-
plexities of the low-level representation and description of
digital video from the user.

Our multimedia ontology framework is currently being
generalized to other application domains, including broad-
cast news and video surveillance video. New domains obvi-
ously require new linguistic abstractions, but we are investi-
gating how to generalize abstractions at the video structure
and visual domain level so that much of the existing ontol-
ogy structure can be reused. This is especially desirable be-
cause most of the inference in our applications occurs at this
level, and the clustering of visual elements into designated
visual prototypes is driven by the these relational structure
as well.

Temporal specification of high-level, composite events
is also of critical importance. We have barely scratched the
surface of what is possible with temporal specification and
reasoning. Indeed, many of the interesting events that occur
in most video domains cannot be described in terms of in-
dividual, atomic events that can be characterized by simple
clustering of visual descriptors. Currently we use simple,
linear sequences of events, but we are extending the tem-
poral relationships in our ontology using the Allen interval
algebra. This extension will enable much richer description
and inference of high-level events.
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