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ABSTRACT

Analysis of trending topics in social networks, based both
on textual and multimedia content, can be used by content
providers to measure the buzz around their channels, and even
to create new material based on the current memes propagat-
ing across Twitter, Google+, Facebook etc.

STAMAT is a framework designed to provide a set of
tools for social media analysis, and to create, through content
curation, personalized web sites and magazines.

Index Terms— Social media analysis, topic detection,
social networks.

1. INTRODUCTION

In recent years there has been an explosion of the usage of
social networks that provide microblogging services that let
users write short updates containing text and links to multi-
media content, like Twitter and Google+. These tools allow
people to easily produce content, thanks to the short length of
texts that does not require an excessive effort in their creation.

Sharing of URLs/information and news reporting [1] are
the main intentions among users. User interactions and par-
ticipation to discussions regarding trending topics show that
services like Twitter may be considered as a vehicle for news
[2, 3]. Moreover the social aspect of conversations allows to
consider human interactions as a channel that can be exploited
to identify situations ranging from epidemics to flash mobs,
joining social media with additional heterogeneous sources
of data [4].

STAMAT (Social Topics and Media Analysis Tool) is a
framework for the analysis of real-time social media, like
Twitter, Facebook or Google+, taking advantage both of tex-
tual and multimedia content. The goal is to let users create
an environment that automatically selects the most relevant
news, links and images related to a set of topic or news of
interest. STAMAT can be used for personal content cura-
tion, i.e. creating a personalized magazine from various news
sources, or to let content producers and distributors to under-
stand reactions of social networks to current news, such as
feeds published by New York Times or TechCrunch.

2. DEMO

The demo shows the functionality of the system, implemented
as a web application analyzing a set of data sources and dis-
playing the outcomes of data processing. Users can select dif-
ferent news channels, assigning them to semantic categories;
a pre-processing step starting from RSS feeds leads to web
scraping, then HTML pages are analyzed to extract topics,
named entities (see Fig. 1) and multimedia content. This in-
formation is used to retrieve related content on social media,
providing both complementary information for news and a
measure of the popularity and influence of news content (see
Fig. 2).

A CBIR approach is used to evaluate how media embed-
ded in news sites is propagated across social media; this can
be used for different tasks, like selecting images that can be
considered as representative of popular topics or evaluating if
some media content is becoming viral [5].

3. THE SYSTEM

The system has been developed as a web application: the
backend and analysis services have been developed in Java
using the Play framework, while user facing web applications
have been implemented with Backbone.js, Twitter Bootstrap
and CodeIgniter, to provide a snappy user experience.

News items from RSS feeds and URLs are processed
to determine their language using n-grams and Naı̈ve Bayes
classifiers, since this technique has proved to be effective also
on short text fragments like tweets, to perform appropriate
stemming and stop-word elimination; their content is then
summarized using latent topics extracted with LDA [6,7] and
named entities obtained using a mixed approach that employs
a set of rules combined with gazetteers [8] and CRFs [9]. Top-
ics and entities are used to perform an initial selection of rel-
evant tweets that could be associated to news. Tweets are
used to provide additional social information related to news
elements, and also to re-rank news based on their influence
within social network: the idea behind our ranking algorithm
is that tweets can “vote” for news if they are similar to a news



Fig. 1. STAMAT: top) managing news feeds; bottom) manag-
ing topics, entities and concepts.

Fig. 2. STAMAT: top) news and social media associated to
topics and entities extracted from all the news; bottom) news
and social media associated with a single news item.

title, by computing its similarity with TF-IDF, after stop-word
elimination.

Media elements embedded in news and tweets are indexed
using a set of global and local features (CEDD, MPEG-7 de-

scriptors, SIFT BoWs). These features are used to perform
CBIR using news and social multimedia; news images are
used to search for similar images that propagate across so-
cial channels (e.g. to evaluate if some fashion photos hac an
impact on a social network, see Fig. 3), while social media
are used, similarly to tweets, to “vote” the most representa-
tive images of a news topics. To speed up search, images are
indexed using an approximate search data structure based on
inverted files proposed in [10].

Fig. 3. Example of search of fashion images in websites and
social media.
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